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Abstract

This master thesis work presents the theoretical fundamesealslppment strategies and
implementation results of a walking pattern generator for homdarobots, which is
suitable for visually-guided tasks.

In first place, a general introduction about the state-of-theedaited to research on
humanoid locomotion solutions is introduced, as well as a gemerview about
humanoid robots, making emphasis on the main characteribac identify this type of
robots from the rest of the existing platforms.

Furthermore, a method to construct the kinematic model fustsobased on a tree-like
structure is proposed. Subsequently, several algorithmsrelations necessary to
compute the model forward kinematics and to calculate therelift versions of Jacobian
matrices are introduced.

Moreover, this work presents and explains two powerful nigcies to compute the
model inverse kinematics. These methods take advantage afherent redundancy of
humanoid robots to simultaneously solve a determined amolmerhatic tasks, based
on a prioritized scheme.

Later, all important fundamentals related to the humanoicardyes are introduced.
Particularly, the concept of the Zero-Moment Point (ZMP), Whsca key parameter on
humanoid locomotion, is presented in this thesis work andidsessome methods to
determine the position of this parameter are discussedllas we

This thesis also presents some schemes to model the pafcégsed locomotion,
focusing on a method to determine the optimal trajectory ofdhet Center of Mass
(CoM), based on the preview control of the reference Didsition.

Besides, all fields that are studied in this thesis are takeethiginto a global
architecture for walking pattern generation, consisting on tages of control, each of
them containing the processes of linear-quadratic regulatiothe reference ZMP,
Prioritized Inverse Kinematics (PIK) and approximation & theal position of the ZMP
based on the robot movements.

A genuine verification of the functionality of the designed wegkpattern generator is
exposed at the end of this thesis work, by presenting dbelts of the performed
simulations on a virtual humanoid model, as well as the expetatiens on a physical
humanoid robot.
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Chapter 1
| ntroduction

1.1 Background

Research in anthropomorphic robots is currently one ombst popular and interesting
topics in the field of Robotics. Scientists and engineers awe developing important

projects related to this kind of systems, such as bipedmniotion, human-robot

interaction, stimulus response, vision and audio recognitiatenal handling and task
performance. A major example of the intensive quest to dugprthe design of

anthropomorphic interfaces is the development of humaradidtic platforms. During

the last years, a great amount of humanoid robots havecdoestructed and, for each of
these, much scientific literature is available describing theiromoéngine and the

algorithms to create different walking patterns.

Considering the task of autonomous motion planning, althooghy of the developed
works have already demonstrated very reliable dynamic bipalting, it is still
important to understand the theoretical background of bipemimotton and therefore
several improvement features should be developed as well.

Locomotion in human world is an essential motion skill for humtdoot interaction
tasks. Today’s requirements imply that robots are able teenamd interact with the
environment. Thanks to substantial contributions in humanoidomgdlanning, it is
currently possible to make use of powerful motion plannersrder to solve humanoid
whole-body motion problems. However, biped locomotion isaencomplex case of
motion planning, due to the inherent redundancy of humankitkematic structures, the
unavoidable dynamic constraints and their subactuated nature

Most of the proposed humanoid locomotion planners repamtéae available literature
are based on a two-stage strategy. At the first stagepal glath linking the initial and
final configuration (i.e. position and orientation) is construateihg a simplified model
of the system. Once a global path is found, then, atsdo®mnd stage the motion
coordination of the whole body is generated. A key corapbof the planner is the local
method which allows joining a pair of configurations in the ftenfiguration space.

Additionally, a series of control strategies based on genettahzerse pendulum models
have been proposed to control the motion of the centeas$ (CoM) within a horizontal
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plane in order to make the Zero Moment Point (ZMP) followrescribed trajectory
defined by successive planned steps. Thus, the availaibderpgenerators are based on a
control solution, by which from the footsteps given as antjnilnie CoM trajectory is
generated using a 3D linear inverted pendulum model abthe whose CoM moves on
a plane. The key of this strategy is to solve an inversielgm from the ZMP reference
position deduced from the footsteps. This inverse problesolieed using a preview
controller [1] and therefore implies that the system has krimpel@bout the near future
in the corresponding window.

In order to take into account the real model of the robotfig¢te expert Dr. Eng. Shuuiji

Kajita et al, proposed to use a second stage of preview control mpamsate the

difference between the ZMP of the multibody model and the?Zdfl the inverted

pendulum. Nevertheless, even though this second stagewéw control is extremely

efficient, it is not be able to provide the enough amount éutnowledge needed for the
system locomotion requirements.

On the other hand, in order to satisfy basic requiremertisrmanoid robot capabilities,
humanoid robots are yet to be provided with a wide rarfgeapabilities, such as
autonomous learning attributes, self maintenance, andrgafaction with environment.
Biped locomotion should be performed with a visual guidasoethe robot is able to
identify paths, targets or obstacles while walking.

So far, not much research has been developed foorskased control of whole-body
humanoid robots. Some works have been proposed to siual guided tasks in
anthropomorphic platforms; for instance, K. Yamamura ant¥aru developed a visual
servoing technique for leg positioning and other researchgtemented vision-based
manipulation systems for a non-walking humanoid torso. Thesks demonstrate the
efficiency of sensor-based reactive control for developolmust and accurate task for
humanoid robots. However, none of them was extendefdlfdsody motion generation.

Being able of performing different tasks while walking isreatly an important area of
research in humanoid Robotics. An effective combinatioripifdblocomotion and visual
guidance will provide humanoid robots a wide range of aéped and furthermore, will
open a transcendental window to achieve more ambitioussafidl @pplications, such as
material handling, environmental interaction, decision makinghzanty others.
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1.2 Problem definition

During the last decade, important progress in the fieldadfolRcs has been reached due
to the increasing advances in the study, construction androwepent of
anthropomorphic structures and, furthermore, humandidtso Nevertheless, much work
is yet to be done in order to optimize these systems peafuren

Concerning this master project, the whole problem to solve ind out how is it
possible to autonomously transport a biped humanoid robot from a first to a final
configuration (X, y, @ on a previously known planar surface, while smultaneously
maintaining dynamic balance, avoiding obstacles and visually controlling the body
orientation heading to a fixed landmark.

After reading the previous problem statement, one can rethiatethere are basically
three main challenges are to be attended and, as a ctomiofBthese, an investigation
problem is to be solved. These challenges are, in the piasie, walking pattern
generation, were a robust motion planner is to be implemented, takingandount the
developed studies available in the state of the art; in dguane Kinematics, where an
accurate model is to be constructed and a series of saliti@mompute the robot forward
and inverse kinematics are to be implemented; and finBNyyamics, providing the
knowledge of parameters of relevance in humanoid locomoiwen though each of
these aspects will be treated individually in the first stage optbgect, they should be
considered together when attempting to give a final solutitmetovestigation problem.
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1.3 Justification

The importance of researching about humanoid roboticdeedirst of all, in increasing
our knowledge about the human natural behavior, as itdudoel extremely difficult to

implement, for instance, a motion generator on a roboticopiatif one does not analyze
the human body motion in the first place. Therefore, invatitig and developing
solutions on humanoid robots is an efficient way to know nadreut ourselves, and
furthermore, about all the physic, chemic and mathematic Vawsh are involved in

human physiology and govern our body’s functions.

Future advances in the study of humanoid robotics woutthioly bring important
solutions for biomedical purposes as well, like the designimmptémentation of human
prostheses for example. Prosthetics is actually a really ranidiea, there is also very
efficient developed work and functional prototypes of theskitisns are already
available in medical facilities; nevertheless, there is still muchkwo be done
concerning this topic and humanoid robotics play a very itapbrole considering the
series of components to integrate prosthetic limbs to the hinody, like biosensors,
data processors, controllers and actuators. Therefor&dhscendental quest to give the
handicapped a new opportunity to reintegrate themselves topttesiious lives, takes
humanoid robotics into an important rank, full of developmessibilities.

On the other hand, the construction of autonomous humanaitbrms is gradually
acquiring popularity for domestic, some industrial and petsassistance tasks. As a
result of this, each time more humanoid robots are coniatigravailable to perform
cleaning, hosting, bar tending, nursing, cooking and aildp dr dangerous activities,
like working in bio-hazardous environments, outer spacdemvater or high mountain.
Some repetitive jobs are also suitable for humanoid robot&ftinerthey are also being
used in industrial manufacturing lines. These applications mihoid robots represent a
slightly benefic resource which is able to increase productigitality and safety, while
simultaneously reducing costs and stimulating continuous imprenein world class
enterprises.

Essentially, as humanoids can use tools and operate equigntenehicles designed for
the human anatomy, they could theoretically perform arkyddsuman can, as long as it
is provided with the proper hardware and software. Hewehere the main challenge of
research about human robotics resides. The more related teal human behavior, the
more complex the system becomes. Today, the main gtlaé aksearch in this field of
interest is to provide a humanoid robot which is capable dkimgain our quotidian
environment, going up and downstairs, planning itinerariesitésif, not being so
damaged if it falls down and reincorporating by itself toandtup position, avoiding
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obstacles, moving through an irregular surface, openidgclsing doors, manipulating
objects with its hands while maintaining equilibrium and communigavith people and
other robots. All these particular problems require numemsdudies before being
completely solved. Thus, considering all aspects mentionedsisehtion, each progress
obtained while investigating and developing works in humanoitloptas represents a
step forward in the every day effort to bring new sourake$ealth, happiness and
richness for mankind.
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1.4 Objectives

The general objective of this thesis projedbismplement a walking pattern gener ator
for a humanoid robot for visually-guided navigation tasks. By going deeper into this
goal, it is possible to identify specific objectives which defiaeticular actions that are
going to be performed in order to achieve the stated gkolgjective.

Thus, the specific objectives for this project are the following

* Deduce a mathematic model which describes the physics ed kgqgomotion,
considering a tree based kinematical structure moving dana ffrom a first to a
final configuration , y, 6)

» Develop a technique which converts the robot desiredtieed positions (which
might be user defined or possibly obtained from a path ptano a desired ZMP
trajectory, based on given robot structural parameters.

* Implement a walking model based on the ZMP method and usaga’s
preview controller, which will transport the kinematical stroetahrough the
desired ZMP trajectory, maintaining dynamic balance andidemsg the natural
equalities and inequalities, which are specific of humanoidtsob

* Integrate an inverse kinematics process in order to tansthe obtained ZMP
trajectory to angular displacements of the robot articulations.

* Include a subsystem to the process which controls the dwdij\ead orientations,
allowing guidance through the defined path, so the robobeaable to maintain
visual contact with a fixed landmark on the plane.

* Implement the developed solutions in a provided physical hoihgatatform and
perform corresponding tests.

This work deals with the complexity of whole-body humanomtion and optimization
algorithms. This will be done by considering humanoid prioge i.e. stable walking
behavior and whole-body motion generation and controla A&snsequence, this master
thesis project will provide a unified framework for humanlmidomotion planning that
incorporates visual landmarks. Thus, as mentioned, therglgourpose of this thesis is to
develop a walking pattern generator based on the Kajitaésigw controller for
landmark-based navigation tasks.
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Chapter 2
Fundamentals

This chapter makes a grasping into the state-of-the-aregpodses the most important
theoretical fundamentals about humanoid robots and particidarphasizes on biped
locomotion topics, based on official literature published byri@sef experts on the field
whom are currently working worldwide in the constant develapof this area of study.

Section 2 presents, in a general way, the concept andasieralevant characteristics of
humanoid robots, which make them different from other «iraf manipulators.
Subsequently, in section 2.2, a brief review about the hiatatevelopment of humanoid
robots is introduced.

By its part, section 2.3 explains the constitution of humarahdts, which in essence is
not very different to other types of manipulator robotss ®ection also introduces the
tree-like structural representation of humanoid robots, wisithe basis for some of the
algorithmic solutions exposed in this thesis work.

Moreover, section 2.4 introduces the concepts of redwydainder-actuation and non-
holonomy, which are important aspects which characterieen#tture and behavior of
humanoid robots. The consideration of these aspects isatiyaefor practical purposes.

All the theoretical fundamentals related to humanoid kinematiegpresented in section
2.5, where a series of techniques to compute the foraaddinverse kinematics are
described, making a special accentuation on the priorit@®ehse for solving the inverse
kinematics procedure. This section also introduces the id&cotatrix as an operator to
compute the inverse kinematics in a differential modeling ambr,0explaining the
different utilized versions of this matrix and the methods tsitoat them.

Section 2.6 presents all the aspects related to humanoid dgnanesenting on one hand
the concepts of Center of Mass (CoM), linear and angatanentums and depicting on
the other hand the concept of Zero-Moment Point (ZMP), lwisca key parameter to
understand the nature of biped locomotion.

Finally, section 2.7 approaches a series of techniquesottelnthe process of biped
locomotion and to design walking pattern generators suitableuimanoid robots. This
section also explains the fundamentals about the PreviewaCohthe ZMP, which is so
far the most powerful tool to generate walking patterns whieldgnamically stable.
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2.1 Concept of humanoid robot

A robot is a unified dynamic system comprising electronioffiwsire, and mechanical
components. Furthermore, a humanoid robot is a robot witvésall appearance, based
on that of the human body, allowing interaction with madedfgran tools or
environments. In general humanoid robots have a torsoanmitbad, two arms and two
legs, although some forms of humanoid robots may modgl mart of the body, for
example, from the waist up. Some humanoid robots mayhalge a face, with eyes and
mouth. As a matter of fact, the most part of the sciencedficbbots which can be seen
in television or movies are provided with a human appeayaheeefore, for many
people, the humanoid robotttse robotby default.

According to the experts on the Humanoid Robotics field,rdemnto satisfy the most
important functional requirements of functionality, they shall intke characteristics
illustrated in Figure 2.1.

« are able to work in human environments
Humanoid Robots
e are able to use tools which are used by humans

¢ have a human appearance.

Figure 2.1 Characteristics of humanoid robots

Considering the first characteristic, the physical environmérhe modern society is
conceived by the humans. For example, the lengths ofri@@g the height of a ceiling,
or the position of a handrail are determined as a termeosite of the human body and
the way humans move from one place to another. If ppearance of a robot, as well as
the way it moves, is similar to those of a human, it is noessary to modify the
environment, since it could evolve. In contrast, in the cAseheeled mobile robots an
irregular surface should be flattened, a narrow pasdagédsbe enlarged or an elevator
should be needed to change altitude. This lack of need ddifymthe working
environment represents an economic advantage when usimgnbid robots.

The second characteristic is of the same order. Hurhame designed most of the
working tools they use for every activity. For example, threnfand size of chairs and
tables are determined so we can sit and eat using themheQuher hand, the geometry
of the seat in a vehicle is designed to facilitate the atoetb® steering wheel, controls,
and pedals. A humanoid robot should be able to use sla@se tools with such dexterity,
at least, similar of a human’s. Once again, the economigngéaye is enormous, as it is
not any more necessary to build specific instruments foahoid robots.
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The third characteristic requires certain explanation. It ise®y to personify a robot, as
long as it keeps a human appearance. The more a rdbticgets far from a human
form, the least humans will associate its behavior to that afeh. The human form is
very important because the machine is perceived asl @&owganion, with which we
could have communication capabilities. This is the reason thatiegs why every
science fiction robot has a human appearance.
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2.2 History of humanoid robots

Considering the history of real humanoid robots, a start ponld be the WABOT-1,
shown in Figure 2.2(a), and developed in 1973 by dcKatoet al in the University of
Waseda [2] in Japan. It could be reasonable to considdBQV-1 asthe first humanoid
robot Even though the available technology at that time could ntakenception as
imperfect, it could walk, visually recognize objects and mdatputhem with its two
hands, it could also comprehend a spoken language anesextself using an artificial
voice. The team of Ichiro Kato developed in 1984 WABBR)Ta humanoid robot which
had the ability to play the piano as illustrated in Figure 2.2(b)

(a) WABOT-1 (b) WABOT-2

Figure 2.2 The humanoid robots of the Universfty\aseda [2]

But it was until 1996 due to the stunning revelation of humarabdt P2 of Honda [3],

that the time of humanoids really began. Honda launchedfedeatial humanoid robot

project in 1986, just one year after the piano conceNABOT-2. The robot P2 was 180
cm height and 210 Kg weight, and it was the first humandidtrthat could walk on its

two legs in a stable way and with a totally built-in instrumentatitonda presented its
project P3 in 1997, which was 163 cm height and 130 Kigiwend three years later, it
launched the humanoid robot ASIMO, which was 120 cm 48dKg. In Figure 2.3, a
series of pictures of humanoid robot models produced bydll are displayed, in a
chronological order of production.
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EO El E2 E3 E4 ES E6 P1 P2 P3 ASIMO

198¢ 198 1991 199¢ 1997 200(
Figure 2.3 - Models of humanoid robots producedibynda [3].

Before the public apparition of robot P2, most of the robotmmunity was being
pessimistic about the development of a biped humanoid dpzble of walking in a
stable way. Therefore the researchers felt amazed déthenstration of Honda. The two
most fundamental differences between the classic humangidubtil then and the P2
were, in first place, the difference of mechanism concepdiad, in second place, the
adapted sensors.

The reduction systems in the known humanoid projects wersstituted by rough
gearings, with lots of mechanical backlash, while Honda’samaia robot was designed
with rigid and light mechanisms and used Harmonic Drive mspt@ithout mechanical
backlash and with a good torque capability.

On the other hand, the biped locomotion is unstable due tonaekfgerturbations, i.e.
errors that exist between the theoretic model and the realitya Aesult of this, the
executed locomotion is unstable even if the theoretical walkindeiris stable. It is then
necessary to adapt a feedback control loop, which alidaning information about the
system status during its evolution inside the workspace. filimation of sensors in the
previous projects was not considered for the robot stabilizatibite Honda provided its
humanoid robots with high quality accelerometers and gypescto determine linear and
angular accelerations and also six axes force senspreasure forces and torques at the
contact points between feet and ground.
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2.3 Constitution of humanoid robots

This section presents, from an introductory perspective cdinstitution of humanoid
robots, explaining on one hand the fundamentals of robamngey, delimitating the
different kind of bodies and joints that exist; and elucidatingthen other hand the
mechanical structure of a humanoid robot and its reprasemta

This section also approaches some of the most commowdrareélements (i.e., sensors
and actuators) that can be found in a humanoid robot ptatiod introduces as well the
closed loop system used to control the articular movemerdsaioot.

2.3.1 Robot geometry, bodies and articulations

Mechanically, any robot is constituted by a series of bo¢#so called links or
segments), which are linked by articulations (or joints), whithw a relative movement
between two consecutive bodies.

A body is a solid mechanical structure which connects twdsjoirhe main purpose of a
body is to maintain a fixed relationship between the joints at ds.érhe last body of a
kinematic chain has only one joint, located at the proximal(drelend closest to the
base) of the body. At the distal end of this body (the farttiest away from the base)
instead of a joint, there is usually a place to attach a woikiolg(e.g., a gripper, a
welding gun or a laser device).

The common body configurations are shown in Figure IR dan be seen that between
the axes of the joints, at the ends of any body, therbedawo degrees of translation and
two degrees of rotation. These degrees of freedomadlexidhe body parameters. The
simplest body in (a) has two parallel revolute joints with no twetvben the axes; the
axes of the joints are parallel. If one of the joints in thevipus body type is twisted
about the centre line of the body by a certain angle, aia drgree of rotation is added.
The twist angle is the angle that would exist between the jointiaxles joints were
coincident, and it can be thought of as a rotation arounH #eds. Thus, the second type
of body in (b) has one degree of translation and effelgtivo degrees of rotation. In the
type of body in (c), one joint of the first type of body dgated 90 degrees so that the
joint axis is collinear with the centre line of the body. Tigmi§icant difference between
this body and the previous two bodies is that the joint axesséuigrwhereas in the
previous two types of bodies the axes do not intersect.
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Joint i

' member axis

Joint i member axis

Joint i-1 o
. Joint i-1

Joint i-1 = member axis

(@) (b) (©)
Figure 2.4 Types of bodies

There are two types of rotational joints, one where tlie @xthe joint is coincident with
the centre line of the body (commonly used as a waist katilcn), and the other where
the axis of the joint is normal to the body axis (used adbmwearticulation), as shown
in Figure 2.5(a).

On the other hand, a prismatic articulation is a sliding joint, ithaxis of the joint

coincident with the centre line of the sliding element. Thee aso two types of
configurations, as shown in Figure 2.6: the one showa)iwliere the axis of the moving
element is collinear to the preceding one and the other iwl{bje the motion element
axis is orthogonal to the previous body axis.

Commonly, the articulations used in humanoid robots are maitigtional, since
locomotion in humanoid robots tries to resemble as much ssbt® the human body
motion. Prismatic articulations are more used for industrialipogators and Cartesian
robots.

member and
joint axes

rotating member

rotating member fixed member member axis

fixed member

(a) (b)

Figure 2.5 - Types of rotational articulations
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fixed member axis

fixed member axis

sliding member axis

sliding member axis

(a) (b)

Figure 2.6 - Types of prismatic articulations

2.3.2 Mechanical structure of a humanoid robot and its representation

In particular, humanoid robots are composed by severahiatic chains of elements
arranged in a tree-like structure.sixuctural representation of a humanoid robot is a
decomposition of the system into a series of body bodiekedirnto a series of
articulations. There are two basic examples of represergatidnich are illustrated in
Figure 2.7. The difference between them resides in thetwagsociate the bodies and
the bodies. In (a) the articulations connected to the torsbnéesl to their bodies, and
therefore there does not exist any body attached to the dads all the other bodies are
linked to only one articulation. This representation is catl®d types of segments
representation, as there are only two body possibilities, tmrémb. In the case of (b)
the articulations which are the closest to the torso are atathe time linked to it and in
consequence, the amount of articulations linked to a bodgrsliiccording to the
considered body. In this configuration there e#ste types of segmentsccording to
the number of bodies attached to each body. Due to itdisityypthe first representation
Is the most commonly used for practical purposes.
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(a) Two types of segments  (b) Three types of setgnen

Figure 2.7 - Decomposition of a humanoid robot sggments.

Taking all bodies together to one adapted combination, it isigb@st obtain a
composition forming a humanoid robot. A common hierarchétralcture in humanoid
robots is theree-like structure, presented in Figure. One could associate this structure
to a genealogic tree, with each descendant having a comnoastor. The notations “R”
(for right) and “L” (for left) are commonly used as fixes to distinguish a considered
side of the humanoid robot.

Base
Head LLeg LAr RAr v RLeg
LFoot LHand RHand Rioot

Figure 2.8 - Tree-like representation of the cotinas for a humanoid robot.

Another important concept is the teend effector. In robotics, an end effector is the
device at the end of a robotic arm, designed to interactthétlenvironment. The exact
nature of this device depends on the application of the rdbdhe strict definition,
which originates from serial robotic manipulators, the endcc&ffaneans the last link (or
end) of the robot. At this endpoint the tools are attachea witder sense, an end effector
can be seen as the part of a robot that interacts withdHeemvironment. In the case of
humanoid robots, the end effectors are commonly bothldetit,hands and the head.

As it also occurs in industrial manipulators, it is common toareakanalogy between the
rotation angles that exist in humanoid robot articulations to tlppesent in flight
dynamics, as shown in Figure 2.9(a). Thus, the terms Ritthh and Yaw are also used to
differentiate one joint from the other inside one kinematidnghes exampled in figure
Figure 2.9(b).
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9,50°

Roll Axis

(a) Flight dynamics axes and angles (b) Articulaipresent in a common arm chain [4]

Figure 2.9 - Analogy between humanoid articulatiand the axes in flight dynamics

The amount of links and articulations present in a humaradt varies from one

platform to another; nevertheless commonly, most humanoasaloe provided with six

articulations for each kinematic chain; thus, for instance hiirmanoid has two legs and
two arms it shall be equipped with 24 articulations. Additional datimns may be added

for desired motion of the head, hands or fingers.

2.3.3 Actuators, movement transmissions and reductors used in humanoid
robots

Actuators are the motors responsible for motion in the homambot. Actuation of
robotic systems is still an open question and represents ahbigenge. Demanding
performances including high power to mass ratio, capabiligreducing high power at
low speed within a small-occupied volume are some of the iksues that required
careful consideration. These criteria aimed to increase autoabhumanoid robots.

Humanoid robots are constructed in such a way that tiheyn & certain perspective,
imitate the human body, so they use actuators that perforrmlikscles and joints,
though with a different structure. As previously mentionedyrder to achieve the same
effect as human motion, humanoid robots use mainly raatyators. They can be
electric, pneumatic, hydraulic, piezoelectric or ultrasonic.

Hydraulic and electric actuators have a very rigid behandrcan only be made to act in
a compliant manner through the use of relatively complexbBesd control strategies.
While electric coreless motor actuators are better suitedifpr $peed and low load
applications, hydraulic ones operate well at low speed and lbigh applications.
Piezoelectric actuators generate a small movement with aftwigé capability when
voltage is applied. They can be used for ultra-precisdigaisig and for generating and
handling high forces or pressures in static or dynamictsitua Ultrasonic actuators are
designed to produce micrometric movements at ultrasonicdreges (over 20 KHz).
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They are useful for controlling vibration, positioning applicasiand quick switching.
Pneumatic actuators operate on the basis of gas compitgys#\s they are inflated, they
expand along the axis, and as they deflate, they confraoe end is fixed, the other will
move in a linear trajectory. These actuators are intermteldWw speed and low/medium
load applications. Between pneumatic actuators there aredesdinbellows, pneumatic
engines, pneumatic stepper motors and pneumatic artificiallesus

Transmissions are the devices which transmit movement frematiuators to the
articulations. Since a robot moves the endpoint of its kinemhatims with an elevated
acceleration, it is necessary to reduce the mass momenemifi to the minimum.
Therefore, the robot actuators are the closest to the h#s® as possible and, as a
consequence of this, robots use transmission systems wiaosport rotational
movement from the actuators to the articulations. An effidi@msmission system must
have low size and weight, should avoid mechanic backfasst not affect the movement
it transmits and should be able to work continuously with araseMorque, even during
prolonged amounts of time.

2.3.4 Sensors used in humanoid robots

In order to perform a task with a desired accuracy,isimt velocity and intelligence, a
robot should be equipped with sensors which will collect infionaabout its own status
(internal sensors) and about the environmental status (edéemsrs).

In the case ofnternal sensors, perhaps the most important ones arejthet position
sensors, which measure the angular displacement of each articulptissent in the
kinematical structure. The most commonly sensors usedifoptinpose are the encoder
and the resolver.

A digital optical encoder is a device that converts motion integuence of digital
pulses. By counting a single bit or by decoding a set sf thie pulses can be converted
to relative or absolute position measurements. Encoders bathelinear and rotary
configurations, but the most common type is rotary. Rotacpdgrs are manufactured in
two basic forms: the absolute encoder where a unique digita corresponds to each
rotational position of the shaft, and the incremental encodeichwproduces digital
pulses as the shaft rotates, allowing measurement of relatiteop of shaft. Most rotary
encoders are composed of a glass or plastic code diskawitiotographically deposited
radial pattern organized in tracks. As radial lines in eack traerrupt the beam between
a photo emitter-detector pair, digital pulses are produceshagn in Figure 2.10.
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Code disk

, tracks

Infrarred LEDs phototransistors

(a) Commercially available optical encoders  (b) @tien principle of an incremental encoder

Figure 2.10 - Optical encoders used to measuré goigular position

A resolver is device used to convert angular position tanafog signal. It is based in an
induction principle, where two fixed coils, located in a perparidr geometrical

arrangement on the stator are energized with a high dneguAC signal (normally

between 5 and 20 KHz) and, as a result of this, a voisageluced on a third coil which
is located on the rotor, whose phase shift depends linearthe position of the rotor
shaft, as illustrated in Figure 2.11. Commonly, resolvees dasigned to work at an
operational speed up to 6000 rpm.

Another important internal variable which is needed to be medsn humanoid robots
is theangular velocity. The information about movement velocity of each actuistor
normally measured using a tachogenerator, which is aelévit provides a d.c. voltage
that is proportional to the motor shaft velocity.

’:X.T 3 V
-//.,.—‘ — V)=V, sin(or)

\ru . Vl(f) V (T) V_(r)
Z) @2{!):% COS((rJf)

Rotor &
=

o/

p ' 1 2z
+ 5 a\’ = =
V,(t) =V (r)cos(ex, ) + ¥, (¢)sin(ex, ) : I'= 7 T
=V, sin(wr+ ) :
(a) Coil arrangements in stator and rotor (b) \pt&ignals at each coil

Figure 2.11 - Operation principle of a resolver

There are also other instances of internal sensors thdt toseneasure the robot
movements, respect to an inertial reference frame. Themsors are denominated
inertial sensorsand are basically the accelerometer and the gyroscope.



Chapter 2 - Fundamentals 19

Accelerometers are sensors for measuring accelerationetheless, accelerometers
actually measure the force exerted on mass since aombercannot be measured
directly. The basic physical principle behind acceleromatethat of a simple mass
spring system, as illustrated in Figure 2.12.

Thether

Input axis

Applied acceleration

Mass (beam) A

“y

S Wy =x, W X, > X,

Displacement pickoff

Spring

K * anchor
Fixed outer plates

Figure 2.12 — Principle of operation of an accetester

Gyroscopes are used to measure angular rate; i.e., bhmklygan object turns. The
rotation is typically measured in reference to one of thres &xy or z). Depending on
the way a gyroscope is placed on the reference frassnprimary axis of sensitivity can
be one of these three axes of motion.

The principle of operation of these devices is based ofthelis Effect that is present
when an object exhibits angular motion, they also are pedwedth a set of mass-spring
systems as it is shown in Figure 2.13.

’* Resonating mass

I I I I Inner frame
!

Mass drive direction

§ é Springs

1 Coriolis sense fingers

Figure 2.13 — Principle of operation of a gyroscope

By its part the second type of these transducers usedatiacglatforms corresponds to
theexternal sensors. These sensors get information about the environmenisad for
specific purposes.
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Particularly, some humanoid robots are provided viattte sensors on the feet soles
which used to measure the real position of the ZMP, as itbeillater explained in
section 2.6.3. The sensors used for this purpose areabg stress sensors of six axes,
whose constitution is organized to simultaneously measure thernak force

f= (fx f, fZ)T and the external torque:(rx I, TZ)T that are applied to a robot

end effector. Some examples of these kinds of sensoshawn in Figure 2.14.

Figure 2.14 — Commercial stress sensors of six gles

Moreover, some humanoid robots are also provided witlyénacquisition devices, in
order to perform visually controlled tasks, like self-locatiohjeot recognition, map

outlining, visual guidance, visual servoing or landmark pointBegides, audio sensors
are also typical of some humanoid robots, which are intetalg@erform voice pattern

recognition or audio recording.

2.3.5 Control system of a humanoid robot

The information collected from the internal sensors is takindens servo control loop,
as shown in Figure 2.15, in order to control the motiothefactuators. This is the most
common way to control the movement of a humanoid robwt, generally any kind of
manipulator robot. Each articulation is then provided with @oseontrol loop like this.
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Figure 2.15 - Servo control loop of one robot joint

As illustrated, a path planner defines each joint angular possoa function of time,
describing a chain endpoint trajectory; this reference irdtion is given as an input to
each joint servo control loop so each articulation is drivetheéodesired position and at
the desired time and consequently, be able to performit@ydar motion pattern, like
walking, crouching, standing, grasping and so on.
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2.4 Important aspectsin humanoid robots

Beside the quite evident characteristics shown in Figure Ruhanoids can also be
identified from other robotic platforms because they exhibiéghimportant features
which are redundancy, underactuation and non-holonomy.

As previously stated, the consideration of these charstiteriis essential when
performing the kinematic and dynamic modeling, as well asldbomotion planning.
This section describes the concept of these important aspects

2.4.1 Degrees of freedom in humanoid robots and concept of redundancy

In any type of robot, each independent movement thatti@nlation is able to perform in
relationship with the previous one is defineddagr ee of freedom (DOF). Furthermore,
the number of DOF of a robot is given by the sum of tk#-f each articulation which
constitute its mechanical structure.

As previously mentioned, the type of articulations which aedlin humanoid robots are
the rotational joints which, unlike the articulations that are ptasg¢he human body, are
restricted only to one DOF, in order to simplify the mecharkicgmatics and control.

In order to locate and orientate a body in the three-dimealsgpace, six parameters are
needed, as shown in Figure 2.16. Three of these ptrerdefine its position and the
other three, its orientation. This means that six DOF aneirestjto perform this task.
When more than six DOF are used in order to locate dedtate a robot in the space, it
is said that there exisedundancy in the robot constitution, as happens in the case of
humanoid robots, which are inherently provided with mora #ia DOF.

Z
Yaw

Roll

Y
X Pitch

Figure 2.16 - Six DOF are required to define thsitomn and orientation of a body in the space
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2.4.2 Humanoids as mobile robots and concept of non-holonomy

According to [6], some studies on the steering of humaantation at the trajectory
planning level suggest that, for a pair of configurationsy,( 6 and in the absence of
obstacle, humans choose a common walking pattern amonigfiaite number of
solutions. Moreover, it has been validated experimentally thdiffarential system
satisfying the well knowmon-holonomic constraint arising in several wheeled mobile
robots is a good approximation of human walking. The m@onomic behavior of
human walking is activated when the trace of the body direat@responds to the
tangent direction of the path. The differential coupling betwine body position and
direction is given by

ycosd - xsind=0 (2.1)

In other words, the previous formulation means that thet mientation will always tend

to coincide with the tangent line at the current point of the dispiaat trajectory on the
plane; however, other human locomotion strategies are algh e.g., backward and
sideward steps. The switching decision between locomotiong#aatmay not be based
only on the distance from the initial to final configurations blgo afor obstacle

avoidance.

Figure 2.17 — Humanoid modeled as a differentialedrobot and concept of non-holonomy
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2.4.3 Underactuated nature of humanoid robots

According to Newton’s second law, the dynamics of meclahrggstems are second
order (F =mla). Thus, their state is given by a vector of positiapsand a vector of
velocities, ¢, and possibly, time. The general form for a secondroodatrollable

dynamical system is:
4= f(a.q.u.t) 2.2)

whereu is the control vector. The forward dynamics for manyhef robots that we care
about turn out to be affine in commanded torque, so letisider a slightly constrained
form:

§=f,(a.a.t)+ f,(q.q.t) (2.3)

A control system described by equation (2.3) is considéoebte fully actuated in
configuration (q,q,t) if it is able to command an instantaneous acceleration in an

arbitrary direction irg; otherwise it is considered to baderactuated.

Whether or not a system is underactuated may depenct ctetie of the system. In other
words, underactuated control systems are those in whighcdntrol input cannot
accelerate the state of the robot in arbitrary directionsa Aensequence, unlike fully-
actuated systems, underactuated systems cannot be coedmendollow arbitrary
trajectories.

In particular, a humanoid robot is inherently underactuatedia the mobile nature of its
base. As it will be explained in section 2.5.5, modeling ail@aobanipulator implies the
consideration of six additional DoF, describing the base posnal orientation. Thus, a
humanoid robot, modeled as a mobile manipulator, is constityes total amount of
n+6 DoF wheren is the total number of articulations in the model.

The DoF that are associated to an articulation of the kinemeddel are considered as
the actuated DoF of the model, since their role depends antaator which governs the
articulation movement. In contrast, the mobile base additionBl e not associated to
any kind of actuator; therefore these DoF are consideréé not-actuated. Finally, the
presence of actuated and not-actuated DoF in the kinemailel is the foundation

which makes a humanoid robot an underactuated system.
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2.5 Kinematics of Humanoid Robots

The theory that analyzes the relationship between the loqgii®ition and orientation)
of the robot bodies and the articular configuration is clieématics. It is the base for
the description of the robotic motion and the graphic reptasen of robot structures.
Particularly, the kinematics stage is the first main tool congiderehe design of a
complete walking pattern generator. This section presentkirieenatic tools that are
necessary to solve humanoid locomotion problems, considettie aspects of
redundancy and non-inertial nature, explained in the prsvemction and that are
characteristic of this type of robots.

The first part of this section describes the way a kinemsitiacture is modeled,

considering a mobile base. The second part of this segiesents the forward
kinematics procedure used to determine the location (i.atigmoand orientation) of any

point related to the kinematic model from a given articulaafigaration. Subsequently,

this section explains the direct geometric model time diffeaeon and the way to

construct the associated Jacobian matrices and finally, saroedpres to determine the
articular configuration that relocates a set of selected padielstdd to the kinematic

structure) to specific locations or regions, considering r@iffelevels of priority.

The complete definition of the movement of an object in theespeeeds a series of
algorithms that are founded on mathematic background; allesethre correspondingly
approached through the following subsections.

2.5.1 Coordinate system frames

The first step in the kinematics stage is to define a poititedrspace and then, regarding
this point as the origin, it is possible to define a fixeat|d reference frame Z,, by
considering the axig as the direction pointing towardgto the left andz to above. All

parameters (e.g., position, orientation, velocity) expressedthes frame will be
considered aworld or absoluteparameters.

Furthermore, it is possible to define Wmumberlocal frames %, withj = 1, 2, ...,N,

each of them associated to a rigid bgdyThese local frames are used to express a
determined parameter, respect to the Jodggarding this parameter lasal or relative
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In contrast to the world reference frame, which stays aviiagd in space, a local frame
can move, attached to the body it is associated to. Figl8esBows an example of world
and local frames.

Figure 2.18 - World and local coordinate systeamies

2.5.2 Generation of the kinematic model

A fundamental part of kinematics is the construction of amrate model of the robot.
To do this, the designer should select a conversgnictural representation for the
model, based on those presented in section 2.3.2re&®psly mentioned th&wvo types
of segmentsepresentation is the most suitable for practical purpose® & allows an
easier recursive programming. In this representationmbeel is constituted by one
base body and a finite number of bodies that are asso@atddof them to a specific
articulation.

Now, by defining an identification number (commonly equal te)dfor the base body
and subsequent positive integers for the rest of the hatisspossible to establish a
connection among all bodies that constitute the kinematic Inboydéhe definition of a
uniqueparental relationship mother This connection implies that any individual bgdy
of the model, except the base, is physically associatedagtiaulation to one (and only
one) mother body, generating a successive kinematic chain towards the rhadel A
simple example of this procedure is illustrated in Figure 2st@®wing a graphic
representation of a tree-like structure with five DOF andibdishing the parental
relationship among the model bodies.
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Figure 2.19 - Example of a tree-like structure witle DOF and two kinematic chains. The table hello
the illustration shows the parental relationshipagithe model bodies. The base has been identifigd
number 1.

The next step in the creation of the robot model is to defmpdéition and orientation
of the local coordinate frames (Z;) for each model body A recommendable (but not

unique) method to attain this is explained bellow and exempilii€ayure 2.20.

» The origins of the local frames should be placed at a paitlhe respective joint
rotation axis. It is common to locate these frame origins asdhee point where
both related bodies’ axes intersect each other.

* The orientation of the local framewe defined in such form that all frames
orientations coincide with the world reference framg, Y when the model is in

the initial configuration (i.e., when all articular valugs are set to zero).
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Figure 2.20 - (a) Kinematic structure in initialnfiguration of a robot model constituted by eigbdles
and seven articulations. The bodies’ identifiers eliosed by brackets. (b) Definition of the positand
initial orientation of the bodies local frames.

The following stage for the creation of the kinematic modetiasdefinition of the
characteristic vectors a; and b;, representing the rotation axes associated to each

articulation, as well as the relative position, respectively. Bettiors must be defined
for each body, excluding the model base, as follows:

+ The vectorsa, are unitary vectors that precise the direction of the joint rotation

they are expressed respect to the considered body [ameet and defined using
the right hand rule (positive joint rotation is in direct trigopnomedeicse).

+ The relative position vectds, indicates the position of a local frame, respect to
the parent frame. This vector is null if both frames aresomposed.
Figure 2.21 graphically shows the definition of the charestte vectorsa; andb; for
the model example of eight bodies that was stated in Fig2ée
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Figure 2.21 - Characteristic vectors for the kinBmatructure presented in the previous example.
(a) Axes rotation vectors,; . (b) Relative position vectorisj

The representation that was just described above is usedtl atg@ithms needed to
compute the forward kinematics, differential kinematics, pri@itiznverse kinematics
and finally, the ZMP dynamics, all of them used to geneta¢ewalking pattern in
humanoid locomotion planning, which is the main objective ofrtlaster thesis project.

It is convenient to mention that there also exists a very welvknoethod to describe
the relative positions and orientation of the local frames, mderaied Denavit —
Hartenberg ConventiofDH). This method presents a restriction in which the modgler
obligated to change the orientation of a rotation axis whengafgrirom one body to
another. This characteristic propitiates the apparition ofrerand therefore the DH
representation is not utilized in this work.

2.5.3 Representation of the position and orientation in the space of a rigid
body

In the attempt to control the motion of a robot, it is fundandatae able to precisely
define the position and orientation of each body of its kinensttucture. In general
terms, in order to represent the position and the orientatiarrigid bodyA, related to
the world reference framg,, in OV, a series of scalar values are required. Some of



Chapter 2 - Fundamentals 30

them define the body position and other define the bodytatien. All transformations
that are applied to the bodd are performed inside thEuclidean Special Group,

SE(N). This group is composed by a set of translatipps1(0" and a set of rotations
R, that are part of th®rthogonal Special Group SdN), which is also part of the set
of real and non-singular matrices in tBeneral Linear Group GL(N).

Particularly, wherN = 3, a total amount of twelve parameters are needed 1tesery the

body location, where six describe the position and the otiner, the orientation. Thus,
an element oSE(S) has the following structure:

T, = B’* 'ﬂ 0SH?3)

whereR, 0 SQ3)andp, 00°

(2.4)

The rotation of a free bod¥ in the space is determined by using the rotation of the body
frame % ,, respect to the world reference fralg, as illustrated in Figure 2.22

24

Vi

Figure 2.22 - Rotation of a bodyin the space

All possible rotations o, respect toX,, can be represented by usingaotation matrix
R,, which describes the orientation of the badand quantifies its rotation. In general
terms, any rotation matrir in SqS) has the following structure

r11 r12 r13
R:[R1 R, RS]: ry T Ty| Wherer, isascalar

r.31 rl32 r33

This MatrixR is orthogonal and therefore fits the following algebraic constraints:
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R'R=1,RR =1 RR, =1 (2.5)

R'R, =0, R;R; =0, R;R =0 (2.6)

Furthermore, it is possible to establish a minimum amountiefp@ndent parameters that
are needed to describe the position and orientation of abagig and it is given by

n:%N(N +1) (2.7)

As a result of this, wheN = 3, thenn = 6. This means that the twelve parameters that
are originally needed to describe the body position andtatien can be reduced to six
elements, where three of them are used to represeaitiopoand the other three to
represent orientation, considering a determined Euler anglegention (see Appendix
A). This minimum set of parameters is known degrees of freedom (DOF) of the
mechanism.

As approached in section 2.3.2, there are three eleryigotations around the axa&sy
andz that allow to describe the rotation of a body in the spadeagadenominatebll,
pitch and yaw, respectively. The commonly used notations for these rotatioa
resumed in the following table:

Rotation axis Name Notation angle
X Roll ¢
y Pitch 6
z Yaw Y

Now, in order to represent the roll, pitch and yaw of bjea in terms of a given angle,
three different rotation matrices are used, each of theserideng one elementary
rotation, as described as follows:
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1 0 0

R(#)=]0 cosp -sing

|0 sing cosp

[ cos® 0 sind

R(@)=| 0 1 0 (2.8)
| —sind 0 cosd

cosy -sing O

R(¥)=|sing cosy 0

0 0 1

The complete rotation in the space of a rigid body can fpesented as the product of
the three elementary rotation matricRg¢), Ry(e) and R (), ordered in an adequate

permutation, according to a determined Euler angles converimminstance, if the
previously regarded rigid bodyis known to have a known roll ), pitch (6,) and yaw

(¢ ,), the corresponding rotation matrix, DSdB) can be calculated by the relation

Ry =R, (@40, ¢) = RW,)R (6,)R () (2.9)

The matrix Rzyx(w,9,¢) groups the three elementary rotations and representshible w

rotation in the tridimensional space. This representation is daated roll-pitch-yaw
notation and corresponds to thg/-x notation of Euler angles. Other notations might be
also used instead of this one; nevertheless the one piserttes section is the most
frequently used in navigation, aeronautics, and roboticstaiie simplicity and intuitive
nature. In the subsequent sections, zhex angles notation will be used to describe
orientations, unless other statement is specified.

2.5.4 Forward Kinematics

The termforward kinematicsnakes reference to the method which allows the calculation
of the position and orientation of the model bodies, as aifumof given values for the
articular configuration. Furthermore, the execution of thigestaan be applied to
determine other important parameters for the robot motiee) as the position of the
CoM, the constitution of the support polygon, the distancesgndiferent bodies in
order to avoid collisions, the orientation deviation to a targeinfeank or the location of
any arbitrary point associated to a determined model bodyfdrtvard kinematics is the
basis for all robotic simulation.
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The forward kinematics procedure performs a lineansf@amation from the model
Configuration Space (CS) described by the vector of géimed coordinatesqg
(representing the articular values of the model and hasndioren), to the model
Cartesian Operational Space (OS) described by a poser vectmnstituted by three
parameters for position and three for rotation, considegirsglected notation of Euler
angles). Intuitively, this linear transformation is performedthe way illustrated in
Figure 2.23.

FORWARD
KINEMATICS

Figure 2.23 - Forward Kinematics maps from the @pmhtion Space (CS)
to the Cartesian Operational Space (OS)

Thus, the Operational Space (OS) represents all locatiosgigms and orientations) that
are reachable by a considered model body, as a furdtiath possible sets of articular
values in the Configuration Space (CS).

Absolute Position and Orientation

The model forward kinematics can be calculated by usirsprees of homogeneous
transformations. Consider a rigid bogyas the one shown jirror! No se encuentra el
origen delareferencia., with the following known elements:

 Local frameZ; whose origin is placed over the bgdytation axis.

* Local frameZ, , associated to the parent of bqdy

+ Joint rotation axis vectoa, , expressed respect to the parent fraéne

* Relative position vectob, , expressed respect to the parent fraéine

 Articular variabled; , representing the joint rotation in direct trigonometric sense.
» Absolute position vectop, of the parent body

* Absolute orientation matriR of the parent body
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Figure 2.24 - Determination of the absolute posi(i); ) and orientation Rj ) of a body j as a function of
the articular valueqj . The characteristic vectoraj andbj represent respectively the axis rotation and

the origin of the local frameT_J- , respect to the parent fran2g .

Having the information summarized above, it is possible to lkeftah homogeneous

— R pi eéiqj bj
TJ{O J{ . J (2.10)

The rotation matrixe®® used in the previous expression is calculated in the following
way with the knowledge of parameteas and g; of bodyj, by using théequation of

transformation'l'j as follows:

Rodrigueswhich is explained with detail in Appendix B.

e =1 +4 sing, +éj2(1—cosqj) (2.11)
where &, 00*? is an anti-symmetric matrix obtained from the axis rotatiotores, by
using the following notation:

O
& 0 -a a
a=|a,| =l a, 0 -a (2.12)
a, -a, & 0
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By using the homogeneous transformation established in eqyatiD) it is possible to
define theabsolute position (p;) and orientation (R;) of the local frame of body j,

which are given by:
p, =p +Rb, (2.13)
R =Re" (2.14)

With both relations shown above and considering the structpetsentation previously
described, it is possible to design a recurrent algorithmetermline theabsolute
position and orientation of all bodies constituting the complete kinematic model; it is
only necessary to define the position and orientation of the bady. The Algorithm 2.1
presented in this section develops the forward kinematic$oltigwing the method
described in this section.

Algorithm 2.1 Forward Kinematics to determine the position and orientatiomllof
bodies that constitute the model structure

Input: Amount of bodiedN and parental relationship among bodies; position vepjor

and orientation matrixR of the model base; axis rotation vectdy, relative position
vectorbJ and articular variable; of all joint-associated bodies.
Output: Position vectorp; and orientationR, of all joint-associated bodies.

1: forj=2toj=Ndo

2: Definei as the parent gf

3: Calculate body absolute positionp; = p, + Rb

4: Calculate body absolute orientatiBn= Reéiq"

5: end for

Furthermore, when the absolute position and orientationcohsidered body has been
calculated by the use of equations (2.13) and (2.14),ails® possible to determine the

absolute position C; of an arbitrary point that is associated to the body j, by the

knowledge of its relative positio§ respect to the local fram®;, as illustrated in Figure

2.25, by using the following equation:
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¢ =p +RG (2.15)

Figure 2.25 - Calculation of the absolute posit(c;mnc an arbitrary point that is associated to theyljod

Linear and Angular Velocities

There are some cases in which not only the knowledgesifign and orientation of a
model body is required, but also its linear and angular velscifizese parameters can be
determined as a function of the following:

Linear velocity of parent frame .

Angular velocity of parent frame. .

Joint rotation axis vectoa, , expressed respect to the parent fraéine
Relative position vectob,, expressed respect to the parent fraéipe
Articular velocity () , in direct trigonometric sense.

Absolute orientation matriR of the parent body

Thus, the linear velocity of bodyis given by:

Vv, =V, + ¢ X Rb; (2.16)
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and its angular velocity is determined as follows:

& =4 +Raq; (2.17)
Evidently, the utilization of the previous two equations implies tie linear and angular
velocities of the model base are known.

An alternate way to calculate these parameters is by theléagevof the variations in
time of the absolute position vectop,() and the orientation matrixl%) of bodyj. The

linear and angular velocities can be determined by the followeiliagjons:

v, = p, (2.18)
w=RR) (2.19)

Where the operato(r )D represents the vector associated to an anti-symmetricxmiatri
the reciprocal way as described in equation (2.12).

2.5.5 Differential kinematic modeling and the Jacobian matrix

The objective of this section is to introduce the Jacobianxregran element that relates
the infinitesimal articular variations in the Configuration Space) (@ their effects in
the Cartesian Operation Space (OS). By using the Jacota#ix, it is possible to have
access to the necessary articular joint values to generatetemal effort in the robot
bodies, in order to locate them at a desired position andtatien. This method is
frequently utilized in the control of robots and considers vigtdevel reasoning.

There are several types of Jacobian matrices that adeirutige control of robot motion.
Each of these matrices has a determined function for pabpticposes. In order to attain
the objectives of this work, four different types of Jacolmatrices are approached:

* Geometric Jacobian matrix
* Analytical Jacobian matrix
* Mobile manipulator geometric Jacobian matrix
* Mobile manipulator analytical Jacobian matrix

This section describes the mathematical foundation about ftineseces and also
explains a method to construct them according to [7] and [8
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The Geometric Jacobian Matrix

Considering a model that is constituted by a set of articulat&d, liorming an open
kinematic chain, the linear and angular velocity of one dbadies |) is determined by
the variation of its position and orientation with respect to tifnem this definition and
having knowledge of the absolute position of this body bygusiquation (2.13), the

linear velocity is defined ag, 002 for a tridimensional space and is given by:

b =—r—"=J,(a)y (2.20)

In the previous equatiom 0" represents the articular values in the Configuration
Space (CS), where defines the amount of DoF of the kinematic model. Thus, the
transformation that relates the body linear velogity with the articular velocityq is

determined by the following Jacobian matrix:

D,
J (g)=—L0O0* 2.21
(a) % (2.21)

Furthermore, in order to calculate the angular velocity ofbibay j, it is necessary to
consider that this velocity depends on the sum of the padiactities that are provided
by each individual body which constitutes the kinematic chaim friowards the model
base. This formulation can be generalized in the following way

& =6 +p, 2.4 (2.22)

where «; represents the angular velocity of the parent bpend the scalgp; is equal

to one if the articulation associated to bgdys rotational or equal to zero if it is
translational. The vectoZ 00° corresponds to joint rotation axis vector, expressed in

absolute coordinates and is given by:
Z, =Ra, (2.23)
where, as explained in the previous sectiBnjs the rotation matrix of the parent body

and a; is the rotation axis vector of the joint associated to homgpect to the parent

frame %, . Based on the formulation of equation (2.22), the angelacity of bodyj can
also be expressed in a compact form, as follows:
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@ =3,(a)g (2.24)

where Jw(q)D O>" is the Jacobian matrix that relates the angular velocity ofig Wwith
the articular velocity of the model.
Now, consider an arbitrary fram®, that is associated to the bodgndrelatively fixed

respect to the local framg;, as shown in Figure 2.26. Its relative positipp, and its

rotation deviation respect tR are always constant. As a result of this, the position and

orientation of the frame&_ will be affected by the articular variations of all joints that are

related to those bodies which constitute the kinematic chaimtfie bodyj till the model
base. Any articulation associated to a body that is not péntsofoute will not affect the
location of the framex, .

e
B

Figure 2.26 - Calculation of one column of the getiio Jacobian matrix: The movement of the arbjtrar
frame 2., whose location is relatively fixed to fram?.\j , results of the variations of the articular valoés

those bodies constituting the kinematic chain flmrdyj to the model base.



Chapter 2 - Fundamentals 40

By using a homogeneous transformation similar to that statedjuation (2.15), the
position of the frame_, respect to world coordinates can be calculated by:

P.=p; tR P, (2.25)
Furthermore, from the previous formulations, it is possiblecdastruct a complete
Geometric Jacobian Matrix JGC(q)DDGX“, which relates the linear and angular

velocities of the frameX_ with the articular velocities of the model. This matrix is

constituted byn columns, each of them associated with one articular var@btbe
Configuration Space (CS). Thus, as illustrated in Figur®,2if2a considered body
k={23,....n} is part of the kinematic chain from boiiyo the model base, thig —1)-th

column of the linear part, (q)DD3xn and angular part]wc(q)DD?’X” of the geometric

Jacobian matrix associated with the movement of frameas a function of the articular

values are calculated, respectively, in the following way:

5, ()= Z.%(p. - p.) rotationalarticulation 5 26
vek Z, translatioalarticulation (2.26)
Z, rotationahrticulaton
oo ()= . o (2.27)
0 translatioalarticulaton

where JVCk(q) and chk(q) are expressed in®. In the case that the considered bhkdsy
not part of the kinematic chain the}\)ck(q) = chk(q) =0.

Finally, the geometric Jacobian matrbgc(q) is obtained by the vertical concatenation
of both linear and angular parts by:

Je.(0) = Bw((z))} oo (2.28)

Thus, the vectovOO° which describes the total velocity (linear and angular) ef th
frame Z_ in terms of the articular variables given by:

1P| .
A —{ . } =Js.(a)a (2.29)

C

The Algorithm 2.2 shows a recursive procedure to computegeometric Jacobian
matrix of a frameZ_ that is associated to a body of a kinematic modsl lbbdies.
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Algorithm 2.2 Computation of the geometric Jacobian matrix

Input: Amount of model joint-bodies and parental relationship among them; base-body
and joint-bodies absolute position vectors and orientation mstragrticular body

which frameZ  is associated to; relative position vecfar of frame X, respect to; .
Output: Geometric Jacobian matrix, (q).

1: Initialize geometric Jacobian to zerdgc(q) =0°"
2: Calculate the absolute position of frafeby using (2.25)

2: Determine the bodies that constitute the kinematic routertoldoalyj to the model
base

3: for all element in the kinematic routdo

4. Definek as the ID of the body corresponding to thih element of the route
5: Calculate absolute rotation axis vec@r= R, a,
6: Rewrite columnk-1 of the geometric Jacobian matrich(q) by using

equations (2.26), (2.27) and (2.28).

7: end for

The Analytical Jacobian Matrix

For practical purposes, it is necessary to find an opetia#dris able to describe the
articular variations of the vector of generalized coordingtiesthe Configuration Space
(CS) to the variation of the Cartesian vecton the Operational Space (OS) which, as
approached in the previous section, can be describetheébyise of three parameters
representing positiorx(y, 2 and three parameters representing orientation (notation of
Euler angles, for instance, 8, ¢). The previously introduced geometric Jacobian matrix

is able to map the variations of a body-associated franiggomogp, [ %) as a function
of the variation of the articular configuratiorg I 0"); nevertheless, this geometric
Jacobian matrix does not describe the variation of theefranentation inSd3), ie.,
there is no direct way to relate the angular veloaityobtained in equation (2.29) with
the variations in the Euler angles.
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This problem is solved by the use of thealytical Jacobian Matrix JAC(q)DDGX”,

which relates the articular velocities with the linear and anguédocities of the
considered frame_, considering a determined parametric representation of &ndges.

Thus, if the absolute position and orientation of the framés given by:

X

C

Ye
Pc Z;

Xc: = 2.30
=)0 2%
17

c

%

where X, is called “pose vector”. Then, by differentiating respecin it is possible to

obtain a velocity vectob(c, which can be parameterized as a function of the variation
the articular configuration by the use of the Analytical Jacobiatrix as follows:

NG ANCAN .
X, = ( dj = ( aj =J,.(a)d (2.31)

It is important to note thai, # ¢, therefore the geometric Jacobian matrix cannot be

directly used for this purpose. Nonetheless, it is possidiadan operator which relates
the geometric Jacobian matri, _(q) with the analytical Jacobian matrik, _(q) by:

L P PG et G AR @22)

Then the analytical Jacobian matrix is calculated from thaqus\equation:

I 0

3ac(a) =[0 [B(ac)]_ljJGc(q) (2:33)

where| 00> and B(a,) 00,

The matrix B(a,) is constituted by the column vectors that represent eaakior

considering the selected Euler angles convention; partigulaccording to thez-y-x
notation used in this work, the corresponding maB(nc) is given by

0 0 1

Bla.)=| RW.) 0| RW.)R()1| RW.)R(EIR ()0 (2.34)
1 0 0
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The Mobile Manipulator Jacobian Matrix

The geometric and analytical Jacobian matrices explainethrshave a significant
limitation; they consider that the kinematic model is provided witixedfbase. This
restriction is not suitable for the locomotion of a humanoid tobace it has a non-
inertial (mobile) base. In order to overcome this limitation, thexists a method to
obtain the Jacobian matrix for a model with a mobile base.

In order to represent the absolute position of any bodyishpart of a model with a
mobile base, it is important to firstly consider six additional degref freedom,
described by a pose vectdr, = q;, representing the absolute position and orientation of

the model base, as illustrated in Figure 2.27.

Figure 2.27 - Mobile Base of a kinematic model
In order to consider the base mobility in the geometric modleth® robot, these
additional degrees of freedom are to be included in thefigimation Space (CS),
obtaining amobile manipulator vector of generalized coordinates qmmDD6+”, as

follows:
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Pe
qmm:(qBj: aB = eB (235)

On

The next step is to determine an operator which relatesatti@ions in this extended
vector of generalized coordinates in the Configuration SPa@& with the linear and
angular velocity of any considered body of the kinematcieh This procedure can be
divided in a linear part and an angular part.

In the case of the linear part, by the knowledge of the gaseralized coordinates, ,
from equations (2.4) and (2.9) it is possible to determiaeatisolute position vectq,

and the absolute orientation matf of the model base and thus, the absolute position
of any model body can be represented in terms of the base in the form:

P, =Ps+ReP} (2.36)
where ij represents the relative position of bgdgespect to the model base.

The absolute linear velocity of a bogywhen the model has a mobile base can be
deduced by differentiating equation (2.36) respect to tims; thu

p, = Pg +ReP] + Ry P} (2.37)

The first term of the previous equation represents the Iveacity of the model base,
respect to the world frame. Expressing this term as difumof the variation of the base
generalized coordinates in CS:

Ps = JuePe (2.38)
It is possible to observe that the value of the linear patheobase geometric Jacobian

matrix J,; is equal tol ¥3_ This statement is true if and only if the geometric model of

the base is obtained considering the translation in the these fakowed by the rotation;
i.e., the homogeneous transformation mafjx that represent the base translation and
rotation must be given, as described in equation (2.4), ifollogving way:
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TB(qB):(RB(aB) pBJ

0 1

In the second term of equation (2.37) the opefgfoan be expressed in terms of the

. _ T .
base absolute angular velocity vectay = (a)XB w, a)ZB) , as follows:

Rs = @R, (2.39)

where @, 00>° is an anti-symmetric matrix obtained framy, as explained in equation
(2.12). The second term of the right side of equatior7{28n be rewritten to:

Rap} = GuRs Py
=R | w, (2.40)
= _[RB p?]DJdeB

where «w, = J,.05 and, by using the relation betweeg and g, stated in equation

(2.32), it is possible to identify that the angular part of tlesebgeometric Jacobian
matrix, which lives in0®*®, can be expressed ds, = B(a,).

The third term of equation (2.37) represents the lineacitglof the bodyj respect to the
model base, expressed in the world fralg since it is multiplied by the base absolute

rotation matrix. By establishing a relationship between the Qanafitpn and Operational
spaces, this term can be expressed in the following form:

R, p} = RyJ,,;(a)g (2.41)

where ij(q)DD"‘x” is the linear part of the geometric Jacobian matrix of oy a

fixed base condition. The linear velocity in equation (2.3Mes given by:
By = JuoBs = [Ra P Juadhs + Rd,, () (2.42)

which can also be written in the following way:

. O q

p; = (va -Rep] 3, R, (q){ qBJ (2.43)
In the case of the angular part, the absolute angularityetddhe bodyj is given by the
sum of the base absolute angular velocity and the relagiheeity of bodyj, respect to
the model base, expressed in the world frame. This nteahs
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W =+
=Jpls t RBij (q)

= (JwB RBij {HB]

q

(2.44)

where J,, (q)D O%*" is the angular part of the geometric Jacobian matrix obdioy| in

a fixed base condition.

Finally, from the previous formulations, it is possible to deteenain operator that relates
the variations of the new vector of generalized coordinategly considers the mobile
nature of the robot) with the linear and angular velocitynyf lbody of the model. By

gathering both equations (2.43) and (2.44) the velocityoadfylp can be written in the

following way:

Vi =(Z)jjJ =(5)j] = mrn‘]Gj(qmm)qmm (245)

Where anGj(qmm)DD6x(6+”) is themobile manipulator geometric Jacobian matrix,

associated to bodyand is determined as follows:

s -[Rp*[3, R, ()
0 J s R.J,,;(a)

Furthermore, if an identical formulation as the one establisheguation (2.33) is
applied to the previous operator, it is possible to constructatix that relates the
variation in time of the extended vector of generalized coaté#in the Configuration
Space (CS) with the variation in time of the position and tatem of any body of the
model structure in the Operational Space (OS), considarmgbile base condition. This
operator is known as thmobile manipulator analytical Jacobian matrix and is given
by the following expression:

mmJg (0lp) { (2.46)

MM, () = G) [B(c?j )]_1]mm]Gj (9, (2.47)
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2.5.6 Inverse Kinematics

In general terms, as illustrated in Figure 2.28, the goaleointverse geometric modeling
is to determine the corresponding value of the vector aérgéimed coordinatesq(J ")

in the Configuration Space (CS) that is needed in ordectida frame, associated to

a bodyj of the kinematic model at a defined position and orientationarCperational
Space (0S).

INVERSE
KINEMATICS

Figure 2.28 Inverse Kinematics maps from the Opmrat Space (OS) to the Configuration Space (CS)

As previously approached  [00° is a pose vector that can be described as a function
of the vector of generalized coordinates as follows:

X, = f(q) (2.48)
where X is known andj is unknown.

In the particular case where the dimension of the vagtisr greater than the dimension
of the vectorX_, as it is the case of humanoid robots, then the lineamsysferesented

by equation (2.48) becomes a problem with more varidbbas equations, which means
that the system can have an infinite number of solutions, there are infinite
combinations ofythat provide the same result valueXf.

The inverse kinematics can be solved by an analytical oa byumeric approach;
generally, the analytic calculation of the inverse geometrideneas a much more
complex procedure, therefore the numeric approach ise nsartable for practical
purposels A useful numeric method to perform the inverse kinermasidy using the
differential model which was explained in section 2.5.5; in Way, a set of non-linear

! Practically every commercial manipulator perfortims inverse kinematic procedure by using this metho
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equations is converted into an equation system with lineaessipns, which is easier
and faster to solve.

Any task to be performed by the manipulator is represeageddesired poinX . in the

des

space (or a set of points forming a trajectory) which iseadached by a local point
Xc(q), associated to a body in the kinematic model. Both pointgiaea as vectors in

the Operational Space. The goal is to determine the articutfigemtion q needed to

locate X_(q) at the position and orientation oK ... This method is performed by the

des®
execution of amter ative algorithm which seeks toninimize the error between the task
and the model point, which is given by:

e(q) = >(des - xc(q) (249)

The numeric inverse kinematics for the considered tadktermined from the following
actualization rule, according to [9]:

O = O +A,Gy (2.50)

where g, and g,,, represent the articular configuration for the current and viatig
iteration, respectivelyg, represents the articular velocity at the current samplefans

the time step between subsequent iterations. This numepjadagh is illustrated in the
control diagram of Figure 2.29

dx
‘chles e(qk ) qu,%' iq;ﬁ_l ‘X'c: (qk+1 )
oy y g 1 ’

= -

h
/

MR ) re-iterate L /

Figure 2.29 - Numerical approach to solve the isgedinematics

In order to take the model local poimc(q) to the desired poseX,. the previous

des

control scheme must be indefinitely executed; this implies that evill gradually
decrease until it becomes small enough, considering a r@Enee error toleranceol, .
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As illustrated in Figure 2.29 four important operations ardopmed in this iterative
algorithm:

» Error measurement

» Calculation of articular correction

» Actualization of articular configuration
» Execution of forward kinematics

The error measurement and the actualization of the artioudigaration are performed
by the use of equations (2.49) and (2.50); the forwamdnkatics procedure has been
already explained in section 2.5.4; the goal of this sectioto ipresent different
alternatives to compute the articular correctidyy() at each iteration and thus, perform

the inverse kinematics of the model.

The articular correction is obtained from two parametersfitsieone is the time stef,

which is commonly set as a constant valaed therefore the main objective of this stage
of the algorithm is to calculate the value of the articular velogjt There are different

methods, which are suitable for different purposes anlicapipns.

Numerical I nverse Kinematics (1K)

The first method considers the differential model previougpyr@ached in section 2.5.5.
As established, the velocity of the frarkg, which is permanently associated to a model

body, can be expressed as a function of the articular vel@city the use of a Jacobian

matrix (whose type could vary, according to the model paamd parameterization
requirements) as follows:

v, =J.(a)a (2.51)

It is possible to establish a relationship between the body wekowit the variation in the
error in such way that, =¢&(q), therefore:

&(a)=J,(a)a (2.52)

Furthermore, it is valid to establish the approximatidn)=e(q), then the previous
equation can be rewritten as:

e(a)= J.(a)y (2.53)

% There is also the possibility to use a variabigetistep, according to specific applications; néwsess in
this thesis work the time step among iteratiorissidered to be always constant.
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By solving for ¢ it is possible to approximate the value for the articular veloegya
function of the current iteration error, in the following way:

G =[J.(a)] ela) (2.54)

This procedure is known &umerical Inverse Kinematics (IK). It is important to note
that this method implies that the Jacobian matrix is invertible; i.eust e square and
non-singular. This is not the particular case of humanoidtsptsince they exhibit a
redundant nature and, as a result of this, the corresgpddicobian matrices are not
square; nevertheless, the IK is a good tool to approacmétizgods used for humanoids.
A numeric strategy, based in the actualization rule previatated and the IK method to
compute the articular correction is shown in Algorithm 2.3,ictvhconsiders one
kinematic task.

Algorithm 2.3 Numerical Inverse Kinematics (IK) for onektas

Input: The task desired pos&,.; maximum allowed amount of iterationbry,;

des?

convergence error toleranckol, and the integration time stefy

Output: Articular valueq such thafle(a)| < Tol,

=

Initialize iteratork — O
Execute forward kinematics to obta¥(q, )

Measure erroe(qk)

while (je(g, )| > Tol,) or (k <Try,,,) do
Compute Jacobian matrix, (g, )
Calculate articular correctiog, — [J.(q, )] "e(a,)
Update articular configuratiog,,, « 0, +A,¢,

Execute forward kinematics to obta¥y(q,., )

Measure erroe(q, ., )

10: Update k=k+1
11:end while
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Generalized | nverse Kinematics

In the case where the Jacobian matrix is not squaretfenefore, not invertible), the
calculation ofgcan be formulated as a quadratic problem in the following way

. NES
min f(q)=§qTWq
q

st. Jj(a)a-ela)=0

(2.55)

where WO O™ is a diagonal non-negative matrix. The optimal solution dowhen

W =1"" is given by:
q=1J.(a)ea) (2.56)

where J_(q)" is thepseudo-inversenatrix of J(q) and is obtained by:

3.(a) = 37 (@[3, (@)a7 (@) (2.57)

Considering the actualization rule established in equation (arﬁD)haté(q)= e(q) then
the equation (2.56) can be written as follows:

G = Jc(qk)#e(qk) (2.58)

If in Algorithm 2.3 the operation at step 6 is replaced by ridation stated in the
previous equation, the whole procedure acquires the ram@eneralized Inverse
Kinematics (GIK).

Another important problem of the Inverse Kinematics emenglen the Jacobian
matrix J.(q) becomes singular; this situation occurs when one of its singular values is

zero due to a specific articular configuration adopted byribeel.

When a singularity is present, the linear independency amowg and columns is lost
and this condition makeéc(q) non-invertible and therefore the equation (2.54) cannot be

solved. As a result of this, the model body is not able toenaow the robot manipulator
becomes uncontrollable.

A couple of common examples of singular configurationsaftwelve DoF biped robot is
shown in Figure 2.30. It is possible to identify from theadigular cases that at certain
articular configurations, the model end effectors are not &blgerform specific
movements. For instance, a usual singularity occurs wheg ia in a complete straight
configuration (i.e., two of its members share the samecénge); this is the reason why
the biped robots work with their legs slightly bent.
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Figure 2.30 - Examples of singular configuratiofisere exist inaccessible directions for the body
end effectors. In these cases, the Jacobian neatnixot be inverted

The treatment of singularities is still a research topic in Robolibgre are some
available solutions to deal with singularities, like that proposefdOh This solution
consists of introducing damping factor which avoids that any element of the main
diagonal och(q) is zero due to the absence of a singular value.

The Jacobian matriﬂc(q)D O™™ can be represented by #mgular value decomposition
(SVD)as follows:

Jo(a) =X quyv (2.59)
i=1
wherer is the range ofA; u andv are non-zero singular vectors amg is a non-
negative scalar singular value.
The pseudo-inverse Jacobian matB'p(q)# , by the use of the SVD is then given by:
s~ LT
J(af =2 v (2.60)
i=1 %

By the use of the damping factol,, the pseudo-inverse matrix is calculated in the
following way:

Jo(a)” = ;ﬁ‘ﬁuj (2.61)

As formerly established in equation (2.58) this damped duséwerse matrix can be
used to determine the optimal solution gf needed for the actualization rule (2.50); this

new optimal value ofg, exhibits robustness to singularities and is then given by:
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4 = J.(q.)"ela) (2.62)

Prioritized I nverse Kinematics

The inverse kinematics methods approached so far cortbel@ccomplishment of one
kinematic task; nevertheless, the redundant nature of tharmidhrobots explained in
section 2.4.1 implies that only a certain amount of DoF are adilip meet the task
target. In this case, it is possible to take advantage of shegdoF in the model so they
are used to simultaneously accomplish more kinematic tasks.

In order to solve a motion problem, it is necessary that theergion n of the
Configuration Space (CS) is at least equal to the dimemsiohthe Operational Space
(OS). Generally, a kinematic task which requires locatingfarence framex_, at a

determined position in the 3D space requires three DoF; fordre, if it is also
necessary to locate this frame at a desired orientation,tkinea additional DoF are
required. As a result of this, a minimum amount of six DafStbe available in the CS in
order to meet this kind of motion problem. Nonetheless, ircéise wheren >>m then
the linear system has an infinite number of solutions; this snélaat the robot is
redundant and this redundancy depends omthm resting DoF.

Even though the redundancy allows a manipulator to meetawmdre) kinematic tasks
at the same time, these tasks might get into conflict and theredoid not be met. This
problem can be solved by assigning a level of priority fachekinematic task. This
priority scheme is considered for the solution of multi-asiblems and is denominated
Prioritized Inverse Kinematics (PIK)3.

There are basically two different methods utilized to solve tiike the first one is
proposed in [11] and considers a direct solution to assiqrlatrary number of tasks to
a manipulator and the second one, proposed in [12}icdens an alternative formulation
to also meet an arbitrary number of kinematic tasks, basetthe cascade solution of
quadratic problems, considering both equality and inequalitgtnts.

The first scheme [11] proposes a method to assign anda&gokinematic task with a
lower priority without affecting the execution of the first tagkis is achieved by
projecting the action of the second task into the null spat@ealacobian matrix of the
first one. From the physical point of view, a variation belogdgmthe null space of the

® This scheme also receives the name of Hierarchinezise Kinematics (HIK)
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Jacobian matrix has no effect on the first task constrlintrder to attain this, the
following quadratic problem is to be solved:

NS T
min f(a.8)=-Ja-af

4,40

st J(a)a-¢a)=0

where g is the articular variation caused by the first task gnd the articular variation

(2.63)

caused by the second task. The optimal valug tfiat meets the minimization criteria is

given by:
g=J(a)"e(a)+ P(a)d, (2.64)
where P(q) is the projection to the null space dfq) and is given by:
P(q)=1""-3(a)"3(a) (2.65)

From the previous formulations, by considering a first kinemtgask related to the
motion of a framez_ associated to a model body whose Jacobian matrik(eg, the

error q(q) associated to this task is given by the following expression:

&(a)=J,(a)g (2.66)
The optimal value ofj that minimizes the first task erref(q) is represented as follows:
q= Jl(Q)#e.L(CI) + (I - Jl(Q)#‘Jl(Q))qo (2.67)
If a second task with a lower priority is assigned, then
&(a)=J,(a)a (2.68)

By substituting equation (2.67) in the previous equation thewolp expression is
obtained:

%(Q) = ‘]2(q)(‘]1(q)#e.t(q) + (I - Jl(Q)#Jl(Q))qo) (2.69)

By solving the previous equation fgg in the following way:

6y = (3,(a)(1 - 3,(a)"3,())) (e, (@) - 3.(a)3,(a) & () (2.70)

and substituting the resulting expressionggfin equation (2.67), the optimal articular
variation that meets both kinematic tasks is obtained as follows:

q=3,(a)'e(0)+ R@)(.@R@) (@) - I,(a))) (2.71)
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where R(q) = (1™ - 3,(a) 3,(a)) and ¢, = 3,(a)"&(a)
The previous formulations can be extended to an arbitraopatp of kinematic tasks by
firstly considering a generalization of equation (2.52) infonen:

&(a)=J,(a)g

&(a)=J(a)

: (2.72)
&,(a)=3,(a)a
Then an optimization problem with the following structure is estadudis
. 1, 2 1 2
flq,w)== +=19
min  7(@w)= 5w+ o] 273

st 3,(a)P,. (), - (&, (@)- 3,(a)d,.) = w

wherew accumulates the operational error of fh&inematic tasks and is minimized
(tending to zero) when all tasks are met. The optimal soluborgfin the previous

quadratic problem represents the articular correction faeeationk, which is needed to
compute the inverse kinematics as regarded in Figureah@®Rlgorithm 2.3, but in this
case considering an arbitrary amount of kinematic tasks.

All inverse kinematics schemes proposed so far assumecamstrained condition of the
joint variables; i.e., narticular limits have been considered in the methods previously
approached. The consideration of the articular limits is indsgi#a in practical
application in order to avoid possible self-collisions.

In [11] a routine known aslampingis proposed where, after determining the articular
correction g, and updating the articular configuratimp =g, + ¢4, , a verification of

the articular limits is performed. In the case where the upp&wer articular limit for
any joint is violated, the articulation is blocked at that limit andnblocked until the
joint variable is once again inside the limits interval.

The Algorithm 2.4 shows a method to compute the PIK foragbitrary amount of
kinematic tasks considering the basic scheme exposed anithly 2.3, and additionally
includes firstly, the optimal solution to the problem (2.73) detaitelihes 5 to 18 and
secondly, the articular limits verification and blocking perfadrbg theclampingroutine
in lines 21 to 29.
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Algorithm 2.4 Prioritized Inverse Kinematics (PIK) for arbi&rary amount of tasks
considering articular limits verification

Input: All tasks desired poseX .., X X initial configuration g,; maximum

deg’ “tdes deq,;
allowed amount of iterationslry,.; convergence error toleranceTol ,and the

integration time ste@,

Output: Articular valueq such thate(g)| < Tol,

1: Initialize iteratork — O
2: Execute forward kinematics to obta¥.(q, )

: Measure errofe(q, )| = \/||el(q)||2 +le(a)f + ...+Hep (q)”2
. while (Je(g, )| > Tol,) or (k <Try,,) do

Initialize P,(q) — 1™

Initialize q, ~ Free

Initialize LimitViolation — False
while LimitViolation — Falsedo

3
4
5
6: Initialize g,¢q, - O
7
8
9:
10: for i =12,...p do

11: Compute Jacobian matrik(q)

12: Measure task erraz(q)

13: Calculated; (@) ~ J,(a)R(a)

14 Calculated; (a)’

15: G 6 +J/(0)(e(a)- 3 (a)a)

16: UpdateRs < R -J,(a)"J,(a)

17: end for

18: Calculate articular correctiody « d,,,

19: Update articular configuratioq,,, — g, + A,
20: LimitViolation — False

21: for all q; Freejointin j=12,...,n do

22: if (update ofq;, violates limitg, ;) then
23: LimitViolation — True

24: 4, - 4,
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25: Diagonal ternj of B(qg) — 0

26: q;, < Blocked

27: end if

28: end for

29: Execute forward kinematics to obtaX (qk+l)
30: Measure erroe(q,.,)

31: Update k « k+1

32: end while

33:end while

The method proposed above has the main advantage a@f bein able to deal with
equality constraints, as established in system (2.72). Nelest) for practical purposes
it is often necessary to attain inequality tasks as well. Thendesmheme to compute the
model PIK, proposed in [12], considers the computatiothefinverse kinematics based
in the cascade solution of a series of quadratic probleamsidering both systems of
linear equalities and inequalities.

Let A andC be matrices ind™" ; g a vector inO"; b andd vectorsd™. A system of
linear equalities can be expressed in the following way:

AXx=Db (2.74)
and a system of linear inequalities is expressed as:

Cx<d (2.75)

A system of linear equalities may have no solution or mayelein affine subspace of
0" (e.g., in casen = 3, this affine subspace could be a point, a line, a platigeovhole

space?®). A linear inequality, when it has solutions, defines a hadicep The set of
solutions of a system of linear inequalities is the intersectidgheohalfspaces generated
by its inequalities.
A kinematic task can be represented, according to its eyaag a system of linear
equalities or inequalities, by considering that in systems (27@d)2.75):

e Xxis the Articular configuration,

« Ais the Jacobian matrix of a equality tasi(q),

* bis the error time derivative of a equality taégl(q),

« Cis the Jacobian matrix of a inequality tagKq) and

» dis the error time derivative of an inequality tae,l(q).
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The mathematical representation of kinematic tasks as systetmsear equalities or
inequalities is detailed, for a series of practical applicatiorsgdtion 1. .

When trying to satisfy a system (2.74) of linear equalititee set of optimal
solutions is given by the following minimization problem:
. 1, 2
min 5w
xoo" ,woa™

s.t. w=Ax-b

(2.76)

In the case of a system (2.75) of linear inequalities, eh®fsoptimal solutions is given
by the minimization problem:
. 1, 2
min  /w
xO0aO",woo™

s.t. w=Cx-d

(2.77)

Both optimization problems (2.76) and (2.77) have similar utégy@nd properties. The
generalization of these results to mixed systems of lineaalitgs and inequalities is
considered in another minimization problem, which in a morepact form is expressed
as:

; 1 1
min_ SlAx-bf" + L

xOo",wog™
s.tt. Cx-wgsd

(2.78)

Now, when attempting to satisfy a set of kinematic tasks aigtrict level of priority
among these tasks, at each level of priority both a systdimear equalities (2.74) and
(2.75) are considered, with matrices and vec#§rsh, C, d, indexed by their priority

leveli.

In [12], they propose to do so by solving at each leveiriofrity a minimization problem
such as (2.78), with levels of priority decreasing wittAt each priority level, these
systems are satisfied while strictly enforcing the solutions fdanthe levels of higher
priority. The hierarchy is ensured by minimizing the errof task i (i.e.,
e(q)= X ges - X,(q) - 0) in the null-space of the Jacobian matrix associated to tas

i—1. Using this hierarchical set of equalities and inequalities, niireed quadratic
problem is formulated as follows:



Chapter 2 - Fundamentals 59

5 ={A*=h
Cx=sd,

IN

. 1 1 1 2.79
_Jargmin ZJax-n[f + 2w + 2’ &)

(R xao" woo™
s.t. Cx-wsd,

where S 0 S represents the admissible solution set for task, according to its

priority and S is anargumentedinear system that maintains the solution of upper tasks.

Thus, after solving the mixed quadratic problem (2.79) ther priority leveli and
obtaining the optimal solutior”’, S,, becomes

ol
AX

which forms a non-empty convex polytope. Furthermadienaqualities are evaluated
after each call; if a subset of them is violated, then all iakttps of this subset are

placed in{Rl,E,ﬂ} or placed in{C_:Hl,aM} otherwise. The Algorithm 2.5 processes the

(2.80)

priority levels from highest to lowest and solves at eviewel the corresponding
guadratic problem.

Algorithm 2.5 Solution of cascade quadratic problems, irmating mixed systems of
linear equalities and inequalities

Input: Total amount of taskp; equality and inequality constrain{a,q,ci,di} for all
levels of priority

Output: Optimal value foix to satisfy all systems while ensuring priority
1: Initialize the system of linear equalitiéEo,Eo} to empty.
2: Initialize the system of linear equalitié@o,ao} to empty.
3: for i=0to p—1do
4:  Solve the quadratic problem (2.79) to obtajn
SN

6: (:+1 - éi’ di+1 < C_||

a
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7 for all ¢/ in C do
8: if ¢/x’<d/ then

. C _C_:i+l A ai+
9: Ci+1 -« Cij :|7 di+1 e |:dijl:|
10: else

. N _Rﬂ . l:_)|+1

11: A+1 - C-j , b|+1 - C-jX-D
12: end if
13: end for
14: end for

In the practice, the previous algorithm is included as thwityr loop of a more general
PIK scheme, in order to obtain the optimal solution of the aaticcorrection ¢, as

originally regarded in Figure 2.29. Particularly, it is possibleefdace lines 5 to 18 of
Algorithm 2.4 with the scheme proposed in Algorithm 2.5 arduele the clamping
routine, since the articular limits constraint can be represastenhe type of inequality
task, as it will be explained in section 1. .

It is important to note that the method proposed above incdgsoexplicit calls for the
solution of the problem (2.79), which can be obtained laoyguany kind of informatics
package (e.g., MATLAB Quadratic Programming Toolbo8][1gpOASES [14], etc.)
dedicated to the solution of quadratic programs, or thest also works like [15] and

[16].
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2.6 Dynamics of humanoid robots

The previous subchapter has dealt with the problem adt rbimematics, presenting a
method to calculate the position and orientation of a bodyhe@fmodel structure as a
function of the articular configuration (forward Kinematicsidaalso approaching a
series of techniques to do the reciprocal process (in¥@ngenatics). Nonetheless, when
the robot is in motion, it is necessary to take into account giemomena concerning
the robot dynamic behavior. These phenomena can bectexjl@hether the movements
that are performed by the manipulator are 8lemough; nevertheless when treating with
biped locomotion it is impossible to ignore the system dynaniibss subchapter
analyses the dynamics of a multi-body system and explasmmsdhcept of a physic
guantity of high significance in humanoid Robotics: the Zeravidot Point (ZMP).

2.6.1 Basic Concepts in robot Dynamics

Physical Parameters

The Table 2-1 summarizes the four physical parametatsptay an important role in
robot Dynamics. Through this section, the concepts oktltersns and their influence in
the system behavior are explained.

A humanoid robot is constituted by a complex structure whar be regarded as an
assembly of a finite number of bodies. Beily the total amount of bodies that compose
the robot andm; the mass of body thetotal mass of the robot is given by:

M=3>m, (2.81)

Moreover, considering; as the absolute position of the CoM of a bpaggarded as a

punctual mass, thaosition of the total CoM of the robot can be expressed as follows:

1 N
VZ; (2.82)

* The termslow, although being evidently subjective, is usechim practice to describe movements that are
conceived as a succession of fixed configuratipas,the displacements agaasi-static
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Table 2-1 Important physical parametersin robot Dynamics

Physical Parameter Basic definition \ Representation  Unit
The sum of the masses of all
Mass bodies that constitute the M Kg
kinematic model
CX
Position of the| The position of the center of c=lc m
Center of Mass (CoM) | gravity of the whole model y
CZ
P,
. Measurement of the robgt
Linear Momentum _ P=P N (s
translation movements Y
7,
Measurement of the robgt £><
Angular Momentum rotation movements, arourd £ = £y NImIs
the origin
g L,

From equation (2.15) it is possible to determine the valug when previously knowing
in one hand, the absolute positipn and orientatiorR; of a local frameZ ; associated to
bodyj and in the other hand, the relative positnof the body; CoM, respect to this

local frame. In a similar way, it is possible to determine absolute velocity of the
center of mass of the boglywhich is noted by, , but in this case by the knowledge of

R;, C,and from equations (2.16) and (2.17) the absolute limedrangular velocities;

and «; of the body local frame , respectively; thus:
¢, =v; +a x(Rg)) (2.83)

The totallinear momentum of the robot can be expressed as the sum of all bddfieat
momentum, where each of them is given by the productedbddy mass and the velocity
of its CoM, as follows:

P =) me (2.84)
In the same way, the totahgular momentum of the robot is given by the sum of the
angular momentum generated by the movement of all bodrestituting the kinematic

model, expressed at the origin of the reference frame:

L£=31 (2.85)
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where £, is the angular momentum generated byjitiebody and is given by:
L =c;xP +RIRiw, (2.86)

The parameterl_j represents the inertial tensor of the body, expressedeiriotial

coordinates frame. Since all parameters should be exdressiee reference frame, the
local inertial tensor must be expressed as an absolute paratherefore the expression

R, I_i RjT is used in equation (2.86) to describe the absolute ineisbr

There is a common misconception about the angular momenttach consists of
considering that it is defined only by a rotation movementr&jarding the previous
equation, it is possible to identify that the angular momentwuongosed by two terms;
the first term is related to the effect generated by the bodwrlidisplacement and the
second one incorporates the effect of the body angidpladement. Thus, when a body
is describes a linear motion, even in absence of an angeltaity «; it can exhibit an

angular momentum described layx?,, due to the law of conservation of the angular

momentum. Figure 2.31 illustrates, in a general way, thenstatejust described by
showing a relationship between the linear and angular momsmnfira rigid body in
motion, represented by a punctual mass.

.f.RTm}.

SO0

,.'D, = »
£ }’HJ.CJ.

y

Figure 2.31 Relationship between linear and angutamentums of a rigid body in motion
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System dynamics

The system dynamics allows establishing a relationship among the different physical
parameters defined in Table 2-1; this relationship is groupetthe three following
equations:

&= - (2.87)
P=1, (2.88)
L=r, (2.89)

The equation (2.87) relates the velocity of the CoM andirtear momentum, in the case
of a translation movement. This equation establishes that théiner momentum can
be given by the product of the model total mass by th®l @elocity. Besides, the
equation (2.88) indicates that in the case of a translatioement, the linear momentum
depends on the resultaaxter nal for ces that are applied to the robot. It can be noted that

by differentiating equation (2.87) respect to time, solving Prand substituting the
resulting expression in equation (2.88), the second Nésvmnw f,, =M [C is obtained.

There exist several kinds of external forces that can éeskon the robot structure. One
of these forces is thgravitational force that is applied to the CoM of the whole robot,
which represents the sum of the gravitational forces assodiatall the bodies in the
model. This gravitational force is always present and do¢sdepend on the robot
motion, therefore it is generally treated in a separated teay dther external forces, and
this implies that:

0
fr =MG+f=M| 0 |+f (2.90)
-9

whereG=(0 0 -g)'is a gravitational acceleration vector whose components describ

the attraction that maintains the bodies on the surfaceptdret andf groups all the
resting external forces that are applied to the robot.

It is important to note that the gravitational acceleration vegtpresented in equation
(2.90) implies that the gravitational force acts only on thectlivn of-z From a certain
perspective, this statement is false since the shape of timetgplés round and

® The gravitational acceleration vectGrincorporates the constant acceleration of gragitwhich can
exhibit different values, according to the locatiarthe Universe; it is known, for instance, tigas equal

to 981m/; on planet Earth,L.7"/; on the Moon, or3.6 W/, on Mars.
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furthermore, multiple gravitational forces are exerted amdhgxasting bodies in the
Universe, each of these depending on the bodies’ massethe distance among them.
However, these arguments can be discarded in the vigve déct that, when considering
that the robot is located on a planet surface (for instaheeEarth), the gravitational
forces exerted on the robot by other bodies in the Uravars evidently negligible in
comparison with the gravitational force that attracts the robibietplanet. Moreover, by
taking into account the relatively large size of the planet otgpehe robot, its surface
can be regarded to be flat from a local point of view.aAresult of these considerations,
it is valid to assume that the gravitational effects on the rahattgre are exerted only in
the direction of z Obviously, this assumption is not valid any more if the rabo
situated in a location which is not a planet surface; nevesthelas practical case is not
the objective of the present research and therefore taker into account for this thesis
work.

By taking together equations (2.88) and (2.90), the limeanentum can be expressed as
follows:

P = MG + f (2.91)

As mentioned above the vectbgroups all the external forces, beside gravity, that are
applied to the robot structure; i.e., the contact forces withetheronment. In this
particular case of studyjs focused on theeaction for ces exerted by the ground on the
robot support poinfs

When a robot maintains an immobile position, the variation ofitiear momentum is
null and the gravity force are equilibrated with the groundtrea forces. If these
reaction forces disappeared, the linear momentum woul@adser rapidly due to the
action of the gravitational force; in other words, the roboulddoe in afree fall
condition.

By its part, the equation (2.89) indicates that the angular mimmedepends on the
resultant moments of the external forces r_,. As occurs in the case of equation (2.90),

a part of the external moments exists due to gravitationatteff The moment that is
present in the robot due to the gravitational force is cafladitational moment and is
given by the relation:

7, =CcxMG (2.92)

Being rthe moments of external forces excluding gravity, the liagumoment of
external forces applied to the robot is given by:

® Other examples of external forces that can bei@pph the robot are the reaction force when pugshin
object or the force exerted by the wind; nonetlgldgese cases are not approached in this work.
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Ty =T, +T=CXMG+71 (2.93)

In this way, the equation describing the rotation movemesunar the origin can be
written as:

L =cxMG+T (2.94)

As stated above regarding the external forces, in this plarticase of study only the
reaction moments of the ground are considered im. When a robot is immobile, this
moment is equilibrated with the gravitational moment; in the oppoasie, ¢he reaction
moment of the ground increases quickly and the robot terfes.

2.6.2 The Zero-Moment Point (ZMP)

The base of most industrial manipulators is fixed to the ghouherefore their
operational space is reduced only to the articular capabilitiestheless, in the case of
humanoid robots, whose base is mobile, the only coni#ititme ground is at the surface
of the feet soles. Due to this lack of fixed condition, ane tgp humanoid locomotion
must be performed while ensuring stability; i.e., maintaining timéact with the ground.
The use of the ZMP is a commonly utilize method to achievegibad. This section
introduces in a general way the concept of ZMP, accgrttil17] and the next section
presents a method to approximate its position, by using theufations obtained in the
previous section.

Definition of ZMP

Consider the case shown in Figure 2.32, showing an d®&aofipa distributed force
beneath the sole of a humanoid foot. This force desctiteesontact between the robot
foot and the ground. Since the sign of the distributed figsrtlee same through the whole
surface, it is possible to represent the fofcas a resulting forcef,, where the

application point is situated on the foot surface limit. This poifiheée the Zero-Moment
Point (ZMP).
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Figure 2.32 — Definition of the Zero-Moment PoidMP)

ZMP and the Support Polygon

An important concept in the definition of the ZMP is the suppetygorl. From the
mathematic point of view, the support polygon of a bodgeBned as the convex hull
that surrounds the set of contact points between the grauhthe body surfaéeFigure
2.33 illustrates three different cases of contact betweenaiot feet and the ground,
remarking the support polygon surface and perimetemFraonore intuitive perspective,
by placing an elastic band around the robot feet at thed &dvthe contact surfaces, the
shape obtained represents the support polygon perimeter.

Furthermore, it is possible to establish a relationship betweese ttveo presented
concepts and it is based in the fact i ZM P is always located inside the support
polygon®. This important statement is the start point for all mathematical &ioms.

" The term support polygon is also known as susientgpolygon. Both denominations can be used
indistinctly.

8 A further explanation about the concept of conlrelt is detailed in Appendix C.

® According to [34] the ZMP can exist outside thetentation polygon; nevertheless, the majorityhia t
Robotics research community affirms that the ZMOh ceever exist outside this region. In [17] an
explanation defending the existence of the ZMP onlside the support polygon is presented. The
discussions about this topic are still frequent.
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(a) Full contact of both feet
(double support)

(c) Full contact of one foot

(b) Partial contact of both feet .
(single support)

Figure 2.33 — Representation of the support polygon

Additionally, there is also an important parameter that is neddeéstablish a
relationship among the center of mass (CoM) of a body,Zti® and the support
polygon. This parameter is call€bM projection to the ground and it is considered as
the intersection point between the CoM gravity line and thengksurface.

Consider the case of Figure 2.34(a) where the CoM profeds located inside the
support polygon; in this situation, the robot keeps its stability iy maintaining this
condition, which is commonly the case of quasi-static locomotontrol. In the
particular case where the robot remains immobile, the posifitheoCoM projection
coincides with the position of the ZMP; in contrast, whenrtit®ot performs dynamic
movements, the CoM projection does not coincide with the ZP iecan also be
located outside the support polygon, which is the case afdé-&34(b).

<« | Com

CoM gravity line

’ CoM projection

=== | Support polygon

| zmP

(a) CoM projection inside support polygon (b) Coldjpction outside support polygon

Figure 2.34 — Relationship among CoM, ZMP and suppalygon
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2.6.3 Determination of the position of the ZMP

Ground reaction forces on the robot surface

The ground exerts a distributed reaction force on thetrsbtes, which can be
represented as vectors in the 3D space applied at infinileslamaents of the contact
surface. As illustrated in Figure 2.35, Being (¢ 77 0)" the vector that describes the

absolute position of any point on the contact surfjcéhe reaction force that is applied
to this point (represented as an infinitesimal elendtcan be decomposed into a

vertical forcgo(é,7) and two horizontal forces, (¢,7) and o, (&,n7) for simplification

purposes; in a real situation, all components are appliedtameously.

Figure 2.35 — Tridimensional decomposition of thaation force applied on a surface differential
By taking together the vertical forcep(f,n) that are applied on all the surface
infinitesimal elements, it is possible to determine the resultingefdéy applied to any
given pointp = (pX P, O)T on the contact surface. This resulting force is equivalent to

the whole force distribution and is determined as follows:

f, =] p(é.n)ds (2.95)

where the operatof defines the integration on the contact surfatetween the robot
S

foot sole and the ground. Moreover, it is possible to calcthateesulting momert, (p)

of the vertical components of all reaction forces on theasarét the given poim, and it
is defined in the following way:

Tnx
r,(p)=| 7., (2.96)
T

nz
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.= [ (7 - p,)o(€.n)ds (2.97)
r,, ==[ (€~ p)ol&.n)ds (2.98)
r,, =0 (2.99)

By using the previous formulations, it is possible to deterrthieecoordinatesp, and
p, of the pointp, where resulting momentn(p) becomes zero. By using equations

(2.97) and (2.98), these values can be calculated Wgltbeing relations:

[ éo(&.n)ds

Py = W (2.100)

_ Jonel&.n)ds

Py = W (2.101)

This point where the resulting moment is annulled definesenger of pressuref the
contact surface, or in other terms, #w o-M oment Point.

Besides, by considering the horizontal componez;t({,n) and ay(g‘,ly) of the ground

reaction force acting on all infinitesimal surface elemeants,also possible to determine
the resulting forced, and f, that are applied to any given popdn the contact surface,

respectively:

fo=[ o.(én)ds (2.102)

f, = jsay(f,q)ds (2.103)

The resulting moment of the horizontal reaction forces ort pasgiven by:

r(p)= Zy (2.104)
th
I, =0 (2.105)
1, =0 (2.106)
r,=[.(e-po,(en)- - p, o (En)as (2.107)

The analysis of this section determines that, in one handseittieal components of the
reaction forces generate the horizontal components oésiudting moment and in the other
hand, the horizontal components of the reaction forcedupeothe vertical component of



Chapter 2 - Fundamentals 71

the resulting moment. Thus, from the previous formulations, gtound reaction force
distribution on the robot foot sole can be replaced by aivaegut resulting force

fX
f={f| (2.108)
fZ
and a resulting moment
0
r,=1,(p)+7.(p)=| 0 |, (2.109)
Tt

both applied at the Zero-Moment Pomt

By regarding the previous equations, it is possible to identdy wWhen the robot is in
motion in the tridimensional space, the vertical component @frésulting moment is
generally a non-zero value; therefore, the most accurétetide of the ZMP corresponds
to the point where the horizontal components of the resulting moment of the ground
reaction force are annulled.

Calculation of the ZMP by using force sensors

The most common method to measure the position of the iBNby using a set of force
sensors that are fixed at the foot soles of a real humaoioad. By using these sensors it is
possible to have a finite set of reaction forces, which epresent the distributed reaction
force between the ground and the robot soles, as explairted beginning of this section.
The more sensors are placed at the robot feet, the aougate the representation of the
distributed force will be.

In order to measure the position of the ZMP of a bipedkinglrobot, there are two
different situations that must be considered:

* Measure the ZMP considering the reaction force betweerfamteand the ground
(case of single support).

* Measure the ZMP considering the reaction force betweenfbethand the ground
(case of double support).

Consider the model of Figure 2.36, schematizing a humafoatl in contact with the
ground. The forces and moments applied by the groutitetéoot sole are measured by a
set of force sensors. While the robot is in motion and teedentact with the ground is
ensured, the position of the ZMP can be calculated frenotitput signal of these sensors.
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(S8}

Figure 2.36 — Definition of the position of the ZMB a function of the position
and output reading of a set of force sensors

At points p; (where] :{l2,...,N}), the forces f,and the momentsy; are measured,
respect to the world framg,, . By taking all this input information together, the resulting

force and moment applied at a given pog (px P, pz)T are given by:

f(p)ZZfi (2.110)

T(p)=§N)(p,- —p)xf, +T, (2.111)

j=1
The position of the ZMP can be approximated by fixing t@ zeex andy components of

the momemr(p) from equation (2.111) and then solving foy and p, , as follows:

ZN:(_Tiy _(piz - pZ)fix + pjxsz)

px - N (2112)

p, =" s (2.113)
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where

Ty Py
, T, =|7;, | andp; =| p;,

7, P;,
The previous calculations consider that the humanoid is makintact with the ground by
using only one foot, also known as single support. Ircéise of double support, an identical
technique as the one proposed in equations (2.112)(24d3) is firstly performed,
obtaining a resulting reaction forcd, f, ) and a ZMP position ., p, ) for each foot

from the input readings of the force sensors. Seconddyglbbal position of the ZMP is
approximated by taking together the obtained information foin &zot, as follows:

- prfRz + pfoLz

P, Ty (2.114)
_ pRy fRz + pLnyz
py fRz + fLZ (2115)
where
fo fo pr pLx
fe=] ey [» fL=] fiy |» PR =] Pry andp, = P,
fRz sz pRz pLZ

Calculation of the ZMP based on the robot movements

By using all the theories and formulations presented at tharbeg of this section and the
system dynamics equations approached in section 2.6.lalgagossible to approximate
the position of the ZMP as a function of the given robot mwres.

As approached in equations (2.108) and (2.109), theion forces between the ground and
the robot feet surface can be represented as a resudtingakent force f and a resulting

moment 7, applied at the Zero-Moment Poinp; moreover, from the formulation

presented in equation (2.111) it is possible to calculate shdtirgey momentr , expressed at
the origin of the world reference franig, in the following way:

r=pxf+r, (2.116)
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Besides, it is possible to utilize the previous equation andlyhamic relations shown in
equations (2.91) and (2.94), and manipulate them in ¢odestablish a new relation which
expresses the resulting momemtat the ZMP, as a function of the physical quantities that

characterize the robot motion (introduced in section 2.6s1fplws:
r,=£-cxMG+(P-MG)x p (2.117)

As regarded in equation (2.109), is a tridimensional vector whose first two elements are

null, since the components of the resulting moment of groeaction forces expressed at
the ZMP are equal to zero at the horizontal plane; therdfoma, equation (2.117) above,
the horizontal components of the resulting momentan be rewritten as:

r, =L +Mgy+?, pz—(ﬂ"Z+Mg)py =0 (2.118)
r, =£,-Mgx-2,p,+(, +Mg)p, =0 (2.119)
where
P, L, X 0
P=|P, |, L=|L, |, c=|y|andG=| 0
P, L, z -g

Finally, the resolution of the system obtained from equatiahil® and (2.119) provides
the values forp, and p, , describing the calculation of the ZMP position based onathet r

movements and are given by:
_ Mgx+p, B, - £,
Mg +2,

(2.120)

X

_ May+p,P, + 1L,
g Mg +72,

(2.121)

It is possible to identify from the previous relations that, insipecial case the robot is in
a immobile condition, all components of the linear and angutan@mtums are equal to
zero and thereforep, = x and p, = y; this means that in this situation, the position of

the ZMP coincide with the position of the CoM projection to theugd, as previously
established in section 2.6.2.
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2.7 Walking Pattern Generation

From the viewpoint of control and walking pattern generatienstbrks developed by the
researchers could be classified into two categories. Thecitegory, which is the most
commonly used, requires the precise knowledge of rojmrdics (e.g., mass, location
of the CoM, inertial tensor, linear and angular momentumas), & each model body, in
order to prepare efficient walking patterns. Therefore, inlpaelies on the accuracy of
the models. This group is called the ZMP based appraack they often use the zero-
moment point (ZMP) for pattern generation and walking cdntro

In contrast, there is the second category to generaténgglatterns which uses limited
knowledge of dynamics. Since the controller knows little ablmitsystem structure, this
approach much relies on feedback control. This is calkedhtrerted pendulum approach,
since they frequently uses a tridimensional linear invertedybemdmodel (3D-LIP).

From the second standpoint, there are some works likeafd@]19] where the authors
proposed walking control and pattern generation, by wtictamic biped walking was
successfully realized on simulations and experiments. Henvekis method was not
applicable to a situation like a walking on stepping-stonesentmer foot must be placed
on a specific location. Most of the inverted pendulum basethods suffer with this
problem while the ZMP based methods like [20] can handle siuation.

The following sections describe the general nature of tivasenentioned approaches for
walking pattern generation and finally a useful scheme basetie preview control of
the ZMP, according to the work developed in [1] is disedss

2.7.1 Generation of a walking pattern based on the 3D-LIP

The first method to describe both human and robotic bipexniotion is based on a three
dimensional linear inverted pendulum model (3D-LIP), asmshn Figure 2.37. This

model consists of a center of mass (CoM) which is linke@ teupport point by a

telescopic leg without mass.
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Figure 2.37 - Model of a walking robot based on3bBeLIP

By applying a constraint control to an inverted pendulum thefha mass should move
along an arbitrary defined plane, as shown in Figure Z38imple linear dynamics
model is obtained; this model is called thedimensional Linear Inverted Pendulum
Model (3D-LIP) [21]. For standardization purposes, Cartesian coordirate used and
thex-axis is specified as the ordinal walking direction. The camgtplane is represented

with given normal vectolk,, ky,—l) andz intersectionz, as:
z=kx+k y+z (2.122)

z
A

Figure 2.38 - 3D inverted pendulum under constraint

If the constraint plane is horizontak,E ky: 0), the dynamics under the constraint

control is given by:
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._ 0 1
X—Zx_m—%ry (2123)
. _ 0 1
y_zy_ m% Tx (2124)

wherem is the mass of the pendulum,is acceleration of gravityr, and 7, are the

moments around-axis andy-axis respectively. Even in the case of a sloped constraint

wherekx,ky #0, the same dynamics are obtained by applying an additionatramt for

the input torques:
r,x+r,y=0 (2.125)

Equations (2.123) and (2.124) are linear equations. hhe parameter which governs
those dynamics ig,, i.e., thez intersection of the constraint plane and the inclination of

the plane never affects the horizontal motion.

For the 3D-LIPM considering the horizontal constraikt  k, =0), the position of the

Zero-Moment Point (ZMP) can be easily calculated, according to [1], by using the
relations:

p, = - 2.126

X ( )
=+ x 2.127

py mg ( ' )

where (px, py) represents the location of the ZMP on the ground. Byirsplfor the

moments in equations (2.126) and (2.127) and substitutnghe 3D-LIP model in
equations (2.123) and (2.124), it is possible to obtairetfuations of dynamics of a 3D-
LIP with the supporting point fixed at the origin, as follows.

(x-p,) (2.128)

y= (y- py) (2.129)

The analytic solution to the differential equation of dynami&4248), representing the
displacement ix direction is given by the following relations:



Chapter 2 - Fundamentals 78

()=(60)- . Jeost |+ TxO)sin{ |+, 2130

C C

x(t) = @sin»{%} ¥ x(o)cosr(TiJ (2.131)

Cc Cc Cc

whereT, = /i . For the displacement indirection, the solution is obtained identically.
g

Considering this behavior, it is possible to design a walkindehbased on the 3D-LIP,
where a trajectory, like the one shown in Figure 2.39(ajerserated by assembling a
series of walking primitives, which are portions of symmeétyiperbole, defined between
the time interval 0<t<T,,, where T, is the supporting time of each step, as shown in

figure 5.16(b).

7 =0
| e = zZ. K f:];uP
(¥.7)
/ Y y
N
x
(a) Trajectory in the space (b) Walking primitive

Figure 2.39 - Generation of a walking pattern basethe 3D-LIP

2.7.2 Generation of a walking pattern based on the ZMP.

Another method for walking pattern generation is ¢he-table model, shown in figure
5.17. This is the most representative of the ZMP baseatklsolt consists of a cart of
massM that moves on a table of negligible mass. The foot of thle ia very small to
preserve static equilibrium, since the chart is very closeetpltitform edge; nevertheless
it is possible to maintain dynamic equilibrium, by applying aisigfit acceleration to the
cart. This model considers a unigue mass at a constaht.heig
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:
M—>
( I}
Typ =0
0 (N
» - e
/\ [ - |
= ? 1=~ 1%
—— X

Figure 2.40 - Cart-table model. The dynamics ofutiaéking robot is modeled by a chart that moves ave
mass-less table. The state of the moving deterntireeposition of the ZMP.
By regarding equations (2.128) and (2.129), and thelwing for p, and p,,

respectively, it is possible to obtain the equations which deterthe@osition of the
ZMP, according to the cart-table model, as follows:

Z.

P, = X——=X (2.132)
g
z, .

py = Y‘Ey (2.133)

It is evident that the two previous equations, also calelP equations and equations
(2.128) and (2.129), which describe the dynamics oBid.IP, are the same, but with
different outputs. This is the main difference between thentdels of walking pattern
generation. In the 3D-LIP model the trajectory of the Coldeiserated from the desired
position of the ZMP; oppositely, in the chart-table model, tbgitipn of the ZMP is
generated from the desired trajectory of the CoM. Thatioeship between the two
models is the inversion of the inputs and outputs.

In the case of the 3D-LIP model, it is sometimes difficult xeceite a desired ZMP
trajectory, as the support foot position (ZMP) should belifreal in certain steps during
the walking transition. In the cart-table model, the desired Zfsjectory is realized and
therefore is the most suitable for walking pattern generation.

By representing a robot as the cart-table model and msidering the cart motion as the
trajectory of the whole robot CoM, the resulted ZMP careasily calculated by using
the ZMP equations (2.132) and (2.133). Nonethelesslldng pattern generation is the
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inverse problem of this; this means that the cart motion shmeildalculated from the
given ZMP trajectory, which is determined by the desirethimids and step period.

Takanishi et al. in [22] proposed to solve this problem pglhang the Fast Fourier
Transformation (FFT) to the ZMP reference, the ZMP &qgna can be solved in
frequency domain. Then the inverse FFT returns the resQitéV trajectory into time
domain. Besides, Kagami, Nishiwaki et al. in [20] proposechethod to solve this
problem in the discrete time domain. They showed that the 2kflation can be
discretized as a trinomial expression, and it can be efficisotiyed by an algorithm of
O(N) for the given reference data of side

Both methods are proposed as batch processes thaZi#e eeference of certain period
and generate the corresponding CoM trajectory. To gEneoatinuous walking pattern
for a long period, they must calculate entire trajectory ilireé or must connect the
piece of trajectories calculated from the ZMP referencieled into short segments.

ZMP Control as a servo problem

In order to represent the ZMP control as a servo probtamfirst necessary to define a
variableu, as the time derivative of the acceleratfothus:

d. .
u =—X=¥X 2.134

Now, regardingu, as the input of equation (2.132), it is possible to translaeZMP
equation into a strictly proper dynamical system as:

X 0 1 0)\x 0
dx|=/{0 0 1| x|+|0]u,
0 0 O/ X% 1
(2.135)
X
pxz(lo—x
g X

For the movement ipdirection, the system is obtained in the same form.

Finally, by using the dynamics of system (2.135), it is pésdi construct a walking
pattern generator as a ZMP tracking control system, asnsimoFigure 2.41. The system
generates the CoM trajectory such that the resulted ZMP f®llogvgiven reference.

d
9 The time derivative of the acceleratiocﬁi—t(x) is also denominatgdrk.
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ref

P

ZMP

Figure 2.41 - Control system used to follow thesrefice position of the ZMP

2.7.3 Walking Pattern Generation based on the Preview Control of the ZMP

The control loop described in the previous section presenisteresting feature, which
must be considered. Figure 2.42 illustrates an exampleeoidtal trajectories of the
ZMP and the CoM of a robot that walks one step forwardadically. The robot
supports its body by hind-leg from Os to 1.5s, and hppastiexchange at 1.5s followed
by the foreleg support until 3.0s. Thus the reference Zkhtuld have a step change at
1.5s and obviously the CoM must start movingore this. The use of a standard
controller, such as the one shown in Figure 2.41, will novide a proper walking
pattern, since in an ordinary servo-system, the desireditoiggpobtained with a time
delay, respect to the change in the reference signal. foherén order to generate a
walking pattern for biped robots, the output signal must bauleded from thefuture
input.

X X - position [m]

—
0.3
0.2

0.1

A— A 0
ZMP 0 : 5 time [s]

Figure 2.42 - Ideal trajectory of the ZMP and the@MCfor one step forward

A control method that is based on the future information is cdcadteview control,
according td23]. Particularly, an optimal preview servo control method w@posed in
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1985 by Kayatama, et al. in [24]. This preview control metivas applied for humanoid
walking pattern generation by Kajita et al. in [1].

In order to describe this preview control method it is necgssefirst place, to discretize
the system (2.135) with a fixed sampling tifhas follows:

x{k+1)= Axk)+ Bulk)

(k)= Cx(K) (2.136)
where
x(kT)
x(k)=| {kT)|  u(k)=ukT)  plk)=p,(kT)
(kT)
and
1 T T?%/2 T3/3
A=|0 1 T B=|T?/2| c=l1 0 "%
S I UG IR

According to system (2.136), by the knowledge of theerurvalue of the state vector
x(k)and the calculation of the control variabigk) it is possible to determine the

subsequent value of the state vect +1), considering that the constant parameters
z. and g are given as input information. Thus, by applying this fortnutafor each
sample, a complete trajectory of the CoM can be constrficiedthe input reference of
ZMP position; only the initial conditions of the state vect(®) are needed. In such way,
it is possible to generate a discrete-time walking pattern lmas#te cart-table model.

By the incorporation of a preview controller, the standardossystem shown in Figure
2.41 is modified by the control scheme shown in Figudd,2where it is possible to
identify that at sampld, the value of the control variable(k) depends on the state

vector x(k), on the error signade(k) and also on a finite amoum, of future reference
samples of the ZMP positigfp™ (k +1),...,p (k + N)}.
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Figure 2.43 — Control system using future referesfceMP position

Besides, according to [24], in order to make the output Zd$ition p(k) follow the

reference ZMP posmorpmf( ) the closest as possible, it is necessary to consider the
following minimization problem

J= fk: [eT (i)Q.eli)+ax™ (i)Qax(i)+Au (i)Rau(| )] (2.137)

wheree(j)= p(i)- p™ (i) is the error signalQ,,R> @&ndQ,is a 3 x 3 symmetric non-
negative definite matrlx.Ax(k) = x(k)— x(k —1) is the incremental state vector and
Au(k)=u(k)-u(k 1) is the incremental control variable.

When the ZMP reference can be previewed Npr future steps respect to a determined
samplek, the optimal control variable(k) which minimizes the performance indéxf
problem (2.137) is given by the following expression:

)=~ 3e)~Gx) - 30, 1) () 2139

The preview control of equation (2.53) consists of theems, the integral action on the
tracking error, the state feedback and the preview actomy uhe future reference. The

constantsG, , G, and Gd(j) are the control gains calculated from the weightsQ, , R
and the coefficient\, Band C of system (2.136), and are given by:

=[R+B"KB|'BKT (2.139)
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G, = [R+ BT Ké]'léTRﬁ (2.140)
G, @) =-G
G, (1) =[R+BTRB["B"X( -1) (2.141)

where

1

_ [cB] ~ |0] = [cAl ~[Q 0] =~ |- =

B{B] 7= F—{A] Q—{O Qj, A=l ] (2142
0

and where the matriceX(l) are given by
X(1)=ATX(-1, 1=2..N; X@)=-ATKI (2.143)
where ;5,3 is the closed-loop matrix defined by
A = A-B[R+B"KB|'BKA (2.144)

Furthermore, the matrit is the non-negative definite solution of the discrete-time
algebraic Riccati equation

K = ATRA- ATKB[R+B'KB| 'B"KA+Q (2.145)
which can be computed by using different methods. A ugefihnique to solve this
equation was proposed by Laub in [25] and uses therB@#€Esentation of a symplectic

matrix constructed from the Riccati equation parameters. Aplaienexplanation of this
method is included in Appendix D.

The control GainGd(j) emphasizes the weight of the nearest future reference and

minimizes the weight of the more distant future referenceshasvn in Figure 2.44;
Kajita et. al in [1] propose to use a future referentélN, ) of 1.6 seconds in order to
provide a proper system output.
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Figure 2.44 — Value of the preview control geﬁ'}b (| ) , consideringNL
Q.=1,Q =0 andR=1x10",
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Chapter 3
M ethodology

The main objective of this chapter is on one hand, tooagpr from a more practical
perspective a series of relevant aspects that were catittar the application of all
theoretic fundamentals introduced in Chapter 2 in order tgmes efficient walking

pattern generator, suitable for visually guided tasks. On ther dvand, a series of
simulations in computer, as well as experiments in a physiadibpn were performed,
with the intention of validating the designed systems from boténkatic and dynamic
viewpoints.

Firstly, the strategies that were followed through the devedoprof the present Master
thesis project are exposed in section 3.1. By its partiose8.2 goes deeper into the
inverse kinematics scheme that was explained in section &¥.&larifies the way to

represent a series of kinematic tasks (that are useddotiqal locomotion purposes) as
linear systems of equalities or inequalities and consequenibtract the stack of tasks
that is to be introduced to the PIK algorithm.

Moreover, a global method to design a walking pattern géoreis presented in section
3.3, considering two stages of preview control of ZMP &K, with the aim of
providing a sequence of articular configurations, from #ference position of the ZMP.

Finally, since there is no documental or experimental informadiailable about the
optimal leg trajectory planning, in section 3.4 the strategy tlatapplied in this thesis
work to attain this goal is proposed.
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3.1 Development strategies

It is important to mention that this work did not start from strateveral software
modules and useful bibliography material have been pro\ngiedtie supervisor in order
to facilitate the project development.

The point of this master thesis work has been to grasp ietstttie-of-the art and, if
necessary, some other material and to make a practicalniapiation of the generated
system in a physical humanoid platform.

In order to clarify certain technical points about the famdntals and/or the
implementation of the algorithms, it was possible to contact ande&t some of the
authors of the referenced papers via the supervisohefunbre, regular discussions
during the thesis work were programmed.

Once a month new pieces of work were shown, as wedbase sketches of preliminary
solutions or representative examples of the proposed ideas

The followed methodology has been:

* Develop the necessary analytical and numerical toolsifgiementing the
walking pattern generator.

* Implement the solution both in simulation and in the experimentabtio
platforms.

» Perform exhaustive sensitivity analysis of the numerical impléation.
» Design several scenarios to validate the algorithms.

In order to attain the project objectives, the following equigraed computational tools
have been utilized:

* Humanoid Robot NAO, developed by Aldebaran Robotics [26].

» High speed computer.

* Mathematical calculations and simulation software MATLAB® 2007
* Microsoft® Visual Studio 2008 for Object Oriented Programn@ig++.
* Naogimodule management interface for NAO.

* Simulation and communication interfaC@oregrapheor NAO.

* Programming language Python for Linux.

*  NAO VRML model.

* BLAS/LAPACK linear algebra module libraries [27].

A detailed timeline with projected and real dates of the develapgvities to fulfill the
present master thesis project requirements is shown in Fdble
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Table 3-1 Project timeline

Activity R/P | Startdate End date
Bibl?ography review, problem formulation and cowstion of Projected| 07.03.2011  01.04.2011
preliminary examples of the walking pattern germrdtased
on the preview control of the ZMP Real 7.03.2011| 15.04.2011
Basic analytical and numerical tools development. Projected 04.04.2011 29.04.2041
Real 18.04.2011 29.04.2011
Solution implementation by using Object OrienteBrojected| 2.05.2011 3.06.2011
Programming. Real 2.05.2011| 24.06.2011
. e L Projected| 6.06.2011] 1.07.2011
Algorithms validation in simulation interfaces.
Real 27.06.2011 22.07.2011
e , Projected| 4.07.2011 5.08.2011
Whole strategy validation in a real humanoid roidAO) Real 75072011 12.08.2011
Thesis redaction Projected| 8.08.2011 2.09.2011
Real 16.06.2011 18.08.2011
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3.2 Mathematical representation of kinematic tasks

As approached in section 2.5.6, all kinematic tasks foolatr manipulator can be
represented as linear systems of equalities or inequalitieacdardance with their
specific nature. This mathematical representation is substguwsed to compute the
inverse kinematics by using an adequate solution strateggopsesed in Algorithm 2.4
(in the case of having only equality constraints), and in Algor 2.5 (when considering
mixed equality and inequality constraints).

The following subsections explain the mathematical foundation #hautilized to
represent a series of kinematic tasks which are usednramoid locomotion, giving a
particular emphasis in biped walking purposes.

3.2.1 Position and Orientation

Perhaps the most common kinematic task, not only for haitaabots, but also for any
kind of manipulator is to locate a specific frame that is astsati® a body of the robot
model, at a desired position and orientation in the 3D spaspect to the world

reference frame. In humanoid robots, this task is mairdyg,ufr instance, to place the
feet on the floor and also for reaching/grasping applicatidnkinematic task of this

nature is represented as an equality constraint, in the form:

Jo(a)a=¢.(a) (3.1)

whereq is the articular variable in the Configuration Spaggq) is the Jacobian matrix
associated to the point on the robot model that performs skeaad wheree, (q) is the

task error between the desired and the current position/drentd the considered point,
which is given by

Xdes

ydes

&,(0) = Xues — X(0) = ( pdes) _( Pj | Zues |

3.2
wdes ( )

6,

des

wdes

Q O € N <« X
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3.2.2 Articular Limits

Regardless of the main purpose the robot motion is dedtnexdticular limits must be
always considered during the inverse kinematics procedirs.task might be included
as a clamping routine, as in Algorithm 2.4, or otherwigait be represented as a double
inequality system in the following way:

qlow < q < qup (33)
which is transported to the velocity space as follows
Oow ~9<G<0,,—q (3.4)

In order to represent the previous inequality in the sama &s in system (2.75), it
should be separated into two individual systems of lineauadggs as:

lq=q,-¢

. 3.5
=1 d=0-0Qyy ( )

wherel is annxn identity matrix, considering thatis the total amount of robot DoF.

3.2.3 Obstacle Avoidance

In several locomotion applications, there are obstacles vghohld be avoided. These
obstacles might be external points respect to the robot moteth(wan be fixed or
mobile in space) or might be also points inside the kinematieeh{od., self collision
avoidance).

A formulation for obstacle avoidance is proposed in [28] eonsiders the distanak
between the two closest points, and p, belonging to two object®D, and O,,
respectively, as illustrated in Figure 3.1. An inequality congtrigirconstructed, as a
function of the speed of distandes follows:
d-d,
d -d

1 S

~d<é (d, <d,) (3.6)

whered, is an influence distancel, is a security distance anflis a positive coefficient
used to adjust the convergence velocity.

The speed is a scalar value which is given by the following inner poodu
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d=p,*n (3.7)

where n:(pl— pz)/d IS a unitary vector describing the direction of the line passing
through pointsp, and p,. By considering tha©, corresponds to a robot body, and that
O, is an obstacle (or other robot body) to be avoided, thenan be expressed as a

function of the articular configuratiog and it is given by:

pl(Q) =J, (Q)q (3.8)

where J, (q) is the Jacobian matrix associated to the inequality task (ieepoiht p, that
Is associated to the bod,). Finally, the inequality constraint that represents the
obstacle avoidance task can be expressed as follows:

d-d,

-n'J,(a)g< ¢ (3.9)

d -d

1 S

Figure 3.1 — Method to represent obstacle avoidasaelinear system of inequalities

3.2.4 Static Balance

When a humanoid robot is executing a task (or a setsk§), it is important to control its
balance with the aim of ensuring that its motion is dynamicalgifée (i.e., the robot
will not fall) and therefore, static balance should be alssidened as a kinematic task.

As approached in section 2.6.2, static balance can bmmeed by maintaining the
projection of the robot CoM inside the support polygon, asvaehn Figure 3.2. Consider
O as the support polygon centroid,as the CoM projection to the ground &na@s the

intersection point of the line passing throu@h C and in the support polygon edge;
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furthermore,d. is the distance fror® to C, d,is the distance fror® to P andd.is a

security distance. Thus, static balance can be mathematiegesented by the
following inequality constraint:

doe < dgp — d, (3.10)

which transported to the velocity domain, can be expressed a

doc < dop —dg —doc (3.11)
O
S ‘/"'/X\\ C—r
. (IOC» ">“;6 P

Figure 3.2 — CoM projection to the ground maintdimeside the support polygon surface

Moreover, beingd,.dependent of the articular configuratiap then the previous

constraint can be rewritten as follows:

nJCOM (q)S dOP - ds - doc (3-12)

wheren is a unitary vector describing the direction of segm@fand J.,,(q) is the

whole body CoM Jacobian mattxwhich according to [29] its geometric version can be
determined as a weighted average of all model bodies Coleajec Jacobian matrices,
as follows:

' When the locomotion application considers a nattial base, ther ., (q) should be expressed in its

mobile manipulator Jacobian versionmd, . ., (q)
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Jocow =5 (3.13)

WhereN is the total amount of bodies constituting the robot modeljs the mass of
body i, and Jg, is the geometric Jacobian matrix of the CoM of bodgalculated as
proposed in Algorithm 2.2
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3.3 Global Architecture of the Walking Pattern Gener ator

This section grasps directly into the objectives of the prgsepect and particularly,
enlightens the details about the design of a complete walkittgrpayenerator for a
biped humanoid robot which allows non-holonomic locomotionvisunally guided tasks.
The proposed walking pattern generator fulfills the followieguirements:

* Generate a two-dimensional trajectory for the humanoid Codn a given
reference position of the ZMP, which guarantees that themnloton is
dynamically stable.

* Generate a three-dimensional trajectory for both robot feety the given
reference position of the ZMP.

* Apply a kinematic control scheme which allows that the rokeddhwill be
permanently aiming at a fixed landmark point during the whalertetion.

* Provide a set of articular position values (vecfowhich describe, at each instant
sample, the root configuration during the whole trajectory.

With the intention of designing this walking pattern generator, ftheamentals
approached in Chapter 2 must be taken together igtobal architecture having the
following input/output parameters outlined in Table 3-2.

Table 3-2 Inputs and output of the Global Architeetfor Walking Pattern Generation

Description Representation Unil
T

Reference ZMP position for each footstap ( pref = (pX:af py:af pZ;ef ) [m]
Single support time T [sec]

@ Double support time Ty [sec]

>

2 | CoM z-position zZ, [m]
ZMP z-position p, [m]
Sampling time T [sec]
Fixed landmark position L= (LX L, LZ)T [m]

2 | Articular configuration vector at each samgig ( T

o —_

3 | for theN joints of the kinematic model O = (qlk qu) [rad]

The first step is to represent theMP reference position, which is originally
parameterized respect to the footsteps domain{],...,nmax}, into a discrete-time

parameterized input variable, described in terms &€ The total samples per footstep is
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given by (TSS+TdS)/T ; therefore, a single footstep is represented in the disimeteby
considering the interval

n(Tss + Tds) = kT = (n + 1)(Tss + Tds)

Thus, the transition oxandy directions of the ZMP reference position from footsiep
to n, and subsequently from footstepo n+1, has a behavior in the discrete-time domain
such as the one illustrated in Figure 3.3.

X - position [m]

. 55
ref . . .

l)»\‘wrl /

ref
[ ),\‘ i1

rof /
[ )4\‘]771

”(];s + ;rd’s) (” + l)(ﬂ.s + ]:fs)

kT

Figure 3.3 — Transition of the ZMBposition among subsequent footsteps, representadiasrete-time
parameterized variable. Behavionsuirection has an identical scheme

Once having the discrete-time representation of the ZMBrerefe position, the
following step is toincorporate the linear-quadratic regulator (LQR) explained in
section 2.7.3 and illustrated in Figure 2.43, for each tiime& andy and considering the
state vector as the block outpdthe LQR has then following transfer function:

ce = (P, P P, ) (3.14)

wherec?,, = (xkEL1 Yeu zc) is the CoM position for the subsequent sankple. Figure

3.4 illustrates the LQR as a system block
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ref

p k ) *
]'C/Z‘f‘ xk+l

p e+l y*
. k+1
’ Z c

re
P k+Np

Figure 3.4 — Linear Quadratic Regulator represeritie Preview Control of the ZMP used to determine
the trajectory of the robot CoM

The next step in the design of the complete walking pattararger for visually guided
tasks is to construct gack of kinematic tasks (SoT) which should include for a
considered samplet1, the following:

« Desired CoM positiore,,,

» Both feet desired position and orientation for sample.
» Head desired orientation for samptel.

At this point, the robot CoM position for samdel has been already determined at the
LQR stage; moreover, section 3.4 proposes methods taoriletéethe feet trajectories and
the desired head orientation.

The constructed SoT is submitted toPeioritized Inverse Kinematics (PIK) stage
which, as studied in section 2.5.6, provides the follovangcular configuration q,,,

that fulfills, with a decreasing priority order, the establishediréd positions and/or
orientations.

So far, a resulting sequence of articular configurationsblkeas obtained from the PIK
stage, which describes the robot locomotion; with this informaitiols possible to
determine the articular velocity), by using numeric differentiation of the articular

values. From this information it is possible to determine eacly linear and angular
velocities (equations (2.16) and (2.17), respectively)wels as the whole model linear
and angular momentums (equations (2.84) and (2.8pecteely).

The previous parameters are computed in ordappooximate the real position of the
ZMP which should be also calculated, based on the robot maowenihis is done by

using equations (2.120) and (2.121), where paramétend £ can be calculated by

using numeric differentiation of the whole model linear andubrgmomentum,
respectively. A block with the cited operations so far isgresd in Figure 3.5
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E3
Cfc+l

Qk—l p;('eal
qx

qk+1

Figure 3.5 — Execution of the PIK stage and appnexion of the real ZMP position

The purpose of calculating an approximation of the real pEiition at each samples
to utilize these measurements in a second systematic ptagesed in [1], which also
incorporates a LQR, identical to the first one, consideriig samples of deviation

between the reference and real ZMP positiog{ = p; - pi*®). The output of this
LQR provides an optimal CoM position correctioficf) which is to be added to the

CoM position ) obtained from the first stage, in order to minimize the ZiéRiation
attributable to the model simplifications.

The corrected CoM positionc{ + Ac,), as well as the feet position/orientation and the
head orientation tasks, are also taken together into a SbJudmitted to a second PIK
process which provides the optimal articular configuratigp) (considering the ZMP
position correction.

By assembling both operation stages thefohal architecture of the Walking Pattern
Generator is constructed which, as shown in Figure 3.6, suppliasstdnt samplé& the

subsequent optimal articular configuratiay,, to attain the kinematic tasks desired

values, from the input ZMP reference position of the adja28l, —1 future samples.
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ref
pk+N£

ref
Piin, 1
ref
p *
kJ:NL — Ck+N I
ref
Piion, 1
Ty n, 2 p;“i‘i e |
qk+N -1 .
‘ qk+NL
ref
k
ref
i
— Ap ref

k+N;
+
: +
c.l'r+1 "

¥*
> i

Figure 3.6 — Global architecture of the Walkingt®at Generator
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3.4 Determination of the feet trajectories and head orientation

As established in the previous section, in addition to the @edlred position, also the
desired position and orientation of the robot feet, as weheslesired orientation of the
head should be provided and thus construct a SoT whith ke submitted to a PIK
process. This section introduces a series of methods ito thiége purposes.

3.4.1 Feettrajectories

Not many scientific papers are available about the determinattithre feet trajectories in

walking pattern generation; a series of technical reportainofficial documents can be
found in the network. However, the specification of the fesgectories can be done by
using different techniques, which will be explained in this eacti

During biped locomotion, there are two possible cases fobg¢havior of the robot feet,
which are:

» Single support condition: The support foot is making contact ti¢hground
while the floating foot is changing its position from one pointrtother.
* Double support condition: Both feet are making contact witlytbend.

The first approach in the determination of the feet trajectoreggmrding thex andy
directions, is to set a linear interpolation for the floating fosdcdibing the transition

ref
n+l’?

betweenp,* and p,”, while the support foot position is maintained@g{* , during

the single support interval t, <kT<t,, where t = n(TSS+TdS)+T—;S and
t,=(n +1)(TSS+TdS)—T—§s are the initial and final time instants of this interval.

This means that the fertandy positions during the single support interval are given by
the following expressions:

foot,,, (k) = pg

ref _ . ref
(k) = M(k‘r _tm)+ prr]ef (315)

Ss

foot

float

wheret_ = %(Zn +1)(T, +T,.) is the central time instant of the single support interval.
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During the double support interval, one foot position is kegp'@t while the other foot
stays ap/® . An example of the behavior of tixeposition of the left and right feet of a

walking robot is illustrated in Figure 3.7.

X - position [m]

ds ]—;s
f_L] T
pxn+1 f
ref
Py, ‘ | - ZMPref
: : Left foot
: Right foot
ref K i
IDA‘H—I A T

T +T,) n+l)(T +7,) 77+2)(T +7,)
Figure 3.7 — Determination of the feet trajectof@sx andy directions, by using linear interpolation.

The trajectory of the floating foot in thedirection can be determined by assembling two
segments of linear interpolation as follows:

%(kT—ti) t <kT <t
fOOtﬂoatz(k) = ssZ (316)
z —%(kT—tm) t <kT<t,

elev
ss

where z,,, is the maximum floating fooz elevation. These method exhibits such

behavior as the one shown in Figure 3.8.
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z -position [m]

]jds Tvs
f_L\f—l—\
elev
—— ZMPref
Left foot
Right foot
) =0 :
P- : kT

T +T,.) n+l)(T +7,.) n+2)(T +7,.)

Figure 3.8 - Determination of the feet trajectofi@sz-direction, by using linear interpolation

Even though this first method of linear interpolation worksgadéely in the practice, it
has the disadvantage that the resulting trajectories are camitwd not differentiable
respect to time at certain instants. Therefore, a smootkdemare effective approach is
to use a third grade polynomial function to interpolate the behav the floating foot
position; forx andy directions it is given by:

oot (9= e A e (2B o

Ss Ss

and forz-direction an assembly of two similar interpolation polynomialsasedin the
following way:

((Bz—e'evz}(kT -t ) - [(Zz—e'evgj(kT -t )? t <kT <t

TSS/2) TSS/2)

fOOthoatz (k) = 3z 27
| 22 (kT -t +( elev_ J(kT -t,.)° t,<KT<t,
((Tss/ 2) J (TSS/ 2)

These functions ensure that the velocity of the floating footqggal to zero in all
directions at the initial and final instants of the single support itmegval and also that
the floating foot reaches its maximunelevation ,.,) at instantt with velocity zero.

(3.18)

An example of this technique is illustrated in Figure 3.9 andrEi§.10.
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X - position [m]

ref
panrl

ref
px”

pxn;l

4

]—;is T;s
I ¥ > 1 "
|
i)
y | — ZMPref
/ Left foot
f Right foot
KT
N(T.s‘s—l_Tds) (]7+1X]—:?S+Td5) (”+2XTSS+TdS)

Figure 3.9 - Determination of the feet trajectotigsusing cubic interpolation

z-position [m]

elev

Figure 3.10 - Determination of the feet trajectsffier z-direction, by using cubic interpolation

4

‘ ds ]—;‘S
I_L\I%%
— ZMPref
Left foot
- Right foot
: whT
77(TSS+T515) (7?+1X];S+Td.?) (77+2XTSS+TdS,)
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3.4.2 Head Orientation

The main objective of this work is to provide a Walking Patt@enerator for visually
guided tasks; this means that the robot should be alwaysnigeeép head pointing
towards a fixed landmark while it is walking from an initial toreaflocation.

To attain this goal, as stated in the previous section, the dreatdation must also be
included as a kinematic task into the SoT, This task is to fjresented as an equality
constraint whose error is given by:

X 0
y 0
Pes p z z 0
R Bt 1 Pl T DR R
des des des
gdes 9 Hdes_g
@ @ 0

The previous formulation means that the robot head is teptat the same position,
while the Euler anglé$ ¢ and 8 of its orientation are to be modified to meet the desired

valuesy . and .., respectively. Parameter of the head orientation does not need to
be adjusted since the robot head can be pointing to the déakdegardless of the value
of this angle.

The desired of the head orientation, can be obtained bylatig the difference between
the landmark position vector and the robot head position vectdr both expressed
respect to the world reference frame, as shown in Fjade

12 Consider Euler angles convention ZYX
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Figure 3.11 — Determination of the desired heaendation

Thus, the desired Euler angles can be determined as follows

" b Hy
= arcta
des L _H

L, - H,
= arcta

™ \/ L, - (Ly_Hy)2

X

(3.20)

L

X

whereL = Ly andH =

L

y |

I T T

z z



Chapter 4 - Simulations, experiments and results 105

Chapter 4
Simulations, experiments and results

As established in section 3.1, a proper validation of the W@lRattern Generation
designed in section 3.3 has been performed by usinguimanoid robot NAO, whose
general description is summarized in Appendix E.

This chapter presents the simulation and experimentation re$uatseries of examples
of obtained walking patterns according to given paths, diyguthe global architecture
illustrated in Figure 3.6, which characterizes the completgraloscheme proposed in
this thesis work.

The nature of the proposed paths represents in a vesg \efay the human behavior when
displacing from one location to another, while simultaneously taiaing visual contact
with a fixed landmark point. In order to formulate thesthgalescribing the locomotion
of humanoid robots it was necessary to consider the alamdmic constraint explained
in section 2.4.2, which is typical of differential drive mobilbats, as proposed in [6].

The examples exposed in this chapter represent isolategictdréstic behaviors, which
can be assembled in order to generate a complete walkitigrrp for a real life
application.

For each example a table indicating the relative footstepsapéeazed reference ZMP
position is firstly provided, considering the notation illustrateBigure 4.1:

Figure 4.1 - Relative footstep parameterized refegeZ MP position
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The previous input information represents the foot positioning ain space
SH?2) = 0%xS01), whose dimension is equal to 3, where the first two petrers define
the foot position and the third parameter defines the foottatien on the plane.

Subsequently, the results obtained from this input informatfi@n #ne execution of the

Walking Pattern Generator algorithms are presented atusbgosition trajectories for
bothx andy direction, as summarized in Table 4-1:

Table 4-1 Resulting trajectories provided for tleeeloped simulations and experiments

Trajectory Symbol Linecolor
Reference ZMP position (time sample parameterized) ZMP

Linearized ZMP position (provided by the first stagf LQR) IMP,, | ——
CoM position (provided by the first stage of LQR) CoM, _—
Real ZMP position based on the robot movementer(&ifst stage of PIK) ZIMP,., | —
Corrected CoM position (provided by the secondestaig_QR) CoM,

Real ZMP position based on the robot movementsr(aticond stage of PIK) | ZMP,,, | ——

At the end of each example, a series of images extragted the simulations in the
software MATLAB are presented, as well as a set of grafths of the performed
experiments on the NAO platform.

For the development of all presented examples in this sedtenfollowing input
parameters for the preview controller were considered:

T=001s 2z ,=027m R=1x10° z,=027m N, =160
T, = 06s p,=0 Q.=1 p,=0
Ty = 01s Q. =0 = 015z,

Zelev

and the following initial ZMP, CoM and feet absolute positions:

0 0 0 0
Po=| 0 ¢, =| 005| foot,,=| O | foot 6 =|0.1
P, Z P, P,

For the Prioritized Inverse Kinematics process, the stadiasks was constructed by
considering mixed systems of linear equalities and inequadisiehiown in Table 4-2:
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Table 4-2 Stack of Tasks in decreasing level oorijiyi considered for the

developed simulations and experiments

P | Equalities

Inequalities

CoM Position

Acrticular limits

Support foot position and orientation  Self-cadliisavoidance
Floating foot position and orientation -
Head orientation -

AW N

Moreover, the following parameters were considered fur BtK stages:

cvTol=0.01 Convergeneerror tolgance
cvdTol=1x10° Convergeneerror varation toleance
cvG=05 Convergenegain
d, =0.03 Obstacleavoidancesecuritydistance
d, =0.04 Obstacleavoidancenfluencedistance
Try, .. =500 Maximumallowediterationspersample

A =05 Pseudoinvesematrix dampingfactor
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4.1 Walking forward through a straight line path

The relative footstep parameterized reference ZMP positiahibexample was given to
the Walking Pattern Generator as follows:

SX sy sQ
. 1125
-0.1125

. 05

05
05| -
05
05| -
05
05| -
05

1125
. 1125
1125
. 1125
1125
. 1125
. 1125

© |0 N (o (00|~ W N |k (S

e (e (e (e (e (e (e (@
o o |o |o |o |o|o |o o |o
o |o |o |o |o |o |o |o |o |o

=
o

05| -0.1125

with a fixed landmark located at positianr=(1 1 05)" m.

The results provided by the Walking Pattern Generator r@septed in Figure 4.2 and
Figure 4.3, forx andy direction, respectively, considering the trajectories enlisted in
Table 4-1. It is possible to identify that the ZMP deviation betwthe real and the
referenced value exhibits a notable decreasing after tlmndeegulation of preview
control.

Figure 4.4 presents a set of simulation images of this geawf walking pattern,
considering the first four footsteps, and finally Figure ghbws the corresponding real
implementation on the humanoid robot NAO.
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Figure 4.2 — Resulting trajectoriesxsdirection for a straight line forward walking pett
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Figure 4.3 — Resulting trajectoriesyidirection for a straight line forward walking pertt
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Figure 4.4 — Simulation images for a straight ffopvard walking pattern. The purple ball represehts

landmark point.

Figure 4.5 — Images of the implementation of aigidine forward walking pattern

110
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4.2 Walking backwardsthrough a straight line path

This example is quite similar to the previous one, the only ricatidns are the negative
signs in relativexc ZMP reference positions, , .

n SX sy sQ

1 0 0. 1125 0
2 -0.05| -0.1125 0
3 -0.05 0. 1125 0
4 -0.05| -0.1125 0
5 -0.05 0. 1125 0
6 -0.05| -0.1125 0
7 -0.05| 0.1125 0
8 -0.05]| -0.1125 0
9 -0.05| 0.1125 0
10 -0.05]| -0.1125 0

By regarding the ZPM and CoM graphs in Figure 4.6 aigdrE 4.7, it is possible to
recognize the change in the resulting trajectories fdirection, respect to the previous
example, while the trajectories yrdirection remain identical. Simulation and experiment
images for the first four footsteps are shown in FigureAd@Figure 4.9, respectively.

L 5 [

—— ZMPref
—ZMPpc
R (30[\4'11

ZMPreaI1

0

-0.05

'
o
=

(=]
-
o

o
i

x-position [m]

-0.25

-0.3

-0.35

04 i ' i i
0 100 200 300 400
sample k

Figure 4.6 - Resulting trajectoriesysdirection for a straight line backwards walkingtpen
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y-position [m]

,,,,,,,,,,,,,,,,,, e I
i i | ——CoM,
—ZMPreaI2

i i i i
100 200 300 400 500 600 700
sample k

Figure 4.7 - Resulting trajectoriesyrdirection for a straight line backwards walkingtpen

Figure 4.8 - Simulation images for a straight lreekwards walking pattern.
The purple ball represents the landmark point.

Figure 4.9 - Images of the implementation of aightaline backwards walking pattern
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4.3 Walking forward through a curveline path

The example presented in this section describes the implatoanbf a directional
walking pattern, whose concept allows the humanoid robossfdade to any location in
SH2), by considering the non-holonomic constraint approacheskdtion 2.4.2. This

pattern considers, beside the relative foot positiosjgands, , a relative foot angular
positions,, which allows the robot to walk through curvilinear paths. thes example,

the following input footstep data were utilized:

n SX sy sQ
1 0. 05 0. 1125 15
2 0. 05 -0.1125 10
3 0. 05 0.1125 15
4 0. 05 -0.1125 10
5 0. 05 0.1125 0
6 0. 05 -0.1125 -15
7 0. 05 0.1125 -10
8 0. 05 -0.1125 -15
9 0. 05 0.1125 -10
10 0. 05 -0.1125 0
11 0. 05 0. 1125 0
12 0. 05 -0.1125 0

The data displayed in the table above corresponds toearpatiiere the robot makes four
steps forward while simultaneously turning a determined awogies left; then one step
forward with no angular change; subsequently four stepsafd while turning to its
right and finally three steps forward in straight line.

Figure 4.10 and Figure 4.11 show the results of the impitatien of this example fot
andy directions, respectively, as summarized in Table 4-1. By gart, Figure 4.12 and
Figure 4.13 show the simulation and experimentation imagesraliungy the first eight
footsteps of the developed example, which particularlyrdesthe curvilinear nature of
such kind of walking pattern.
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Figure 4.10 - Resulting trajectoriesxirection for a curve line forward walking pattern
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Figure 4.11 - Resulting trajectoriesyidirection for a curve line forward walking pattern
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Figure 4.12 - Simulation images for a curve lineMard walking pattern.
The purple ball represents the landmark point.

Figure 4.13 - Images of the implementation of aveuine forward walking pattern
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4.4 Rotating around the vertical axis

Another important feature of mobile robots is the ability to anound its own axis, with
the purpose of changing its orientation without varying its otapesition. This kind of
motion allows displacing through paths with corners at detedvloeations, while also
keeping the non-holonomic constraint. Humanoid robotspeaform this kind of self-
axis rotation by locating their feet in such way as the onesgin the present example:

n SX sy sQ

1 0| 0.1125 10
2 0| -0.1125 10
3 0| 0.1125 10
4 0| -0.1125 10
5 0| 0.1125 10
6 0| -0.1125 10
7 0| 0.1125 10
8 0| -0.1125 10
9 0| 0.1125 10
10 0| -0.1125 10

From the previous data it is possible to identify that there ewisthanges in the feet
relative x position, respect to the robot base frame (isg,,= 0ln), only the relativey

position and the relative angular position exhibit a determine yv#ius, the obtained
pattern for this example is a counter-clockwise rotation afdie vertical axig.

Figure 4.14 and Figure 4.15 indicate the resulting ZMP aid Graphs for this walking
pattern inx and y directions, respectively. In Figure 4.16 and Figure 4thé&

corresponding simulation and implementation images are displapeaving the first
five steps of the pattern.
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Figure 4.16 - Simulation images for a rotating abthe vertical axis walking pattern.
The purple ball represents the landmark point.

Figure 4.17 - Images of the implementation of ating around the vertical axis walking pattern
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Chapter 5
Conclusions, Recommendations and Future Work

5.1 Conclusions

This master thesis work approached a wide series geomatrematic and dynamic
concepts, which were taken together to design a redabvealking pattern generator for
humanoid robots, suitable for visually-guided tasks.

In order to attain the objectives of the present projesgrees of solutions to the most
common problems present in the involved fields of studyewetoposed and the
corresponding algorithms were also implemented in differ@gramming engines.

Particularly, this work proposed, on one hand, a PIK meherhich takes profit of the

robot redundancy to solve a stack of kinematic tasks bgidering a decreasing order of
hierarchy and demonstrating robustness to singularities. ©atlter hand, a powerful

method was proposed to determine the optimal trajectory abtiee CoM based on the

preview control of the reference ZMP trajectory.

Besides, there are currently no official works which spettié/optimal priority order of
the stack of kinematic tasks used to solve the PIK, rneseds the best obtained results
(i.e., faster and more accurate tasks convergencejhnvbtual and real implementations
correspond to the priority order proposed in Table 4-2.

The incorporation of a second stage of preview controlRiKdreduced in a notable way
the errors between the reference and real ZMP trajestorlue to the model
simplifications. The disadvantage of utilizing a second stagemtfol is that the engine
needs a wider future input reference window which catisat the final process time of
the walking pattern generator becomes smaller.

After the algorithms implementation and their respective validatoboth virtual and
real platforms, it is possible to conclude that all the technigsed to design an efficient
walking pattern generator can work successfully for pralcéipplications.
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5.2 Recommendations and Future Work

At this point, the developed walking pattern generator has pedormed as an open-
loop control system (i.e., the platform does not gathernmition about the current real
environment conditions, in order to adjust the corresponddhgpaints); moreover, the
whole engine has been executed as an offline procechich \provides a sequence of
articular configurations, from the given input reference, ehqehrameters and set-up
options. This offline generated output articular sequencethes loaded and executed
into the simulation and experimentation platforms in order tahestystem validity. The
design of an online walking pattern generator which automatidakgs real-time
decisions according to incoming events is a potential futor& vesearch topic.

Another important area of opportunity, which is still being redead by the field
experts, is the way to reduce the computation costs oPlikealgorithms in order to
provide the output articular configuration in a faster time, wieihsuring the task
convergence. The computation time of the algorithms impleméotetis project varied
from the 10 milliseconds to the 50 milliseconds per iteratiooofaing to the amount of
priority levels and the type of algorithm used), which i¢ soitable yet for online
applications.

Moreover, the present engine was designed to generatengvgdltterns for visually-

guided tasks; this means that the robot head orientation wascaisidered as a
kinematic task in the PIK procedure. The ability to controlibad orientation inside the
stack of tasks is also a wide and potential advantage fal\deuatrol applications, since
this tool can provide a powerful close-loop online control sEhe

Furthermore, the present work assumed that the robot al&sg/ on a flat plane, future
research can also be done to provide walking patternsrriegular or multi-level
environments, such as stairs, ramps or rocky ground.

Finally, special attention must be paid to the input referehtteecZMP position (i.e., the
footsteps desired positions); although it is possible to propéséput information as a
user-defined parameter; nonetheless, for applications whigher amount of footsteps,
there are currently some available engines for optimal patming, such as the one
proposed in [6], which consider the environmental congfafjfandmarks visibility
range, present obstacles) and the robot constraints (visilahtyer non-holonomy and
model dimensions).
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Appendix A: Convention of Euler Angles

The Euler angles [30] are three angles introduced dynhard Euler to describe the
orientation of a rigid body. In order to describe an oriemain the tridimensional
Euclidean space, three parameters are required. Thesagtars can be given by using
several notations, where the Euler angles is one of them.

The Euler angles represent three composed rotations tha anoeference frame,, ,

denoted by(x,y,z), to a rotated fram&,, denoted by(X, Y, Z:); this means that any

orientation can be achieved by composing three elemental nstaround a single axis,
whose values are the Euler angles, which are commoniytelé byg, 8 andy . As a

result of this, any rotation matrix can be decomposed a®augt of three elemental
rotation matrices.

There are different conventions of Euler angles, whichdasided into two groups; one
of them is called proper Euler angles and the other is cal&eBryan angles. Any kind
of convention considers three rotations around a single Bxaper Euler angles are
equivalent to three combined rotations repeating exactly oise(@xy., ZXZ, XYX, or
YZY). Tait-Bryan angles are equivalent to three composéations in different axes
(e.q., ZYX, YZX, or ZXY).

Furthermore, for any Euler angles convention, intrinsiexdrinsic rotation equivalence
can also be used, giving two different meanings for theesaonvention name; therefore
this parameter should also be specified. Intrinsic rotatioasparformed around the
mobile frame axes while extrinsic rotations are consideredndréhe reference frame
axes. The first type is the most commonly used for Eulgleanconventions, since the
value of the three intrinsic rotations represent directly therEmgles values.

The figure bellow illustrates the particular Euler angles convenhiat was used for this
thesis work, which is the ZYX with intrinsic composition. It meémet firstly, a rotation
around thez-axis is done with a value @, takingx to X' andy to y'; subsequently, a

rotation around they' -axis is done withd, taking X' to x; and z to z"; and finally, a
rotation around the -axis is done withp , taking y' to y; and z" to z;.
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X iy

Euler angles convention ZYX with intrinsic comp @it
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Appendix B: Equation of Rodrigues

In order to obtain a rotation matrix from a rotation velocity vectod, it is necessary to
consider the corresponding rotation velocity maRixwhich is given by:
R=4R
The previous equation is a differential equation, respecteontatrix variableR. By
considering R(O):I and a constant rotation velocity vector, then the solutiothief
differential equation is given by the exponential magf as follows:
2 ~ &I 2 &I ®
Rit)=¢e* =1 +m+%+%+...

By considering the relative rotation axis veapintroduced in section 2.5.4, the rotation
velocity vector can be expressedas a|a1, and due to the characteriséié = -a (& is

anti-symmetric and|a|:1), then any &" of high power can be expressed &8.

Moreover, by using Taylor series of sine and cosinetioing, the following equation is
obtained:

e =1 +asin(at)+a2(1- codat))

which is called Equation of Rodrigues [31], and provides the rotation matrix
corresponding to a constant rotation velocity vector. Furbe¥, in the previous
equation it is possible to consider that=6, where & is the rotation angle; then it can
be rewritten as:

e =1 +asin(6) +&*(1-codb))

which is a commonly used relation in kinematics calculations.
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Appendix C: Definition of Convex Hull

A subspacé&that belongs td1" is considered to beonvex [32] if the condition

ap, +(1-a)p,0S
is satisfied for everyp,, p, JS, with a scalara such thatO<a <1. It is possible to
identify that, whem=2, the previous condition implies that if a segment constituited f

the connection of two arbitrary points to p, of Sremains also inside @, thenSis
considered to be a convex space, as illustrated in the fofidwgure:

1]{}?

Convex space Non-convex space

Definition of convex space

Moreover, beingS a subspace ofl", the smallest convex space that contains the
subspaceS is denominatedconvex hull, denoted ascoS. From a more intuitive
perspective, the smallest convex space that includes theasel$3ps generated by
placing an elastic string arou&las shown in the next figure:

Generation of a convex hull

In the particular case whefis constituted by a finite set of points, the corresponding
convex hull is a convex polyhedron.
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Appendix D: Solution of the discrete-time algebraic Riccati
equation by using RSF representation

A discrete-time algebraic Riccati equation is defined in tHeviing way:

FTXF-X -FTXG(G, +GT XG ) "GT XF + H =0
where F,H,X00™, G OO™, G,00™™; moreover,H =H" >0,G, =G, >0 and
alsom<n.

According to the method and assumptions established in y@8j, the purpose of
finding the solutionX of the discrete-time algebraic Riccati equation, firstly by setting

G =GG,'G/ the following symplectic matrix should be considered:

F+GF™H -GFT
/=
“F™H  F7

Since Z has no eigenvalues on the unit circle, it is possible to fimdorghogonal
transformationd OO0°™", which putsZ in Real Schur FornfRSF)as follows:

a=s3 ¥
0 S,

Where S is a quasi-upper triangular matrix and the blo&d10™" . Moreover, it is

possible to arrange that the spectrunfgflies inside the unit circle, while the spectrum
of S,, lies outside the unit circle.

FurthermorelJ can be partitioned conformably as

U :[Ull UIZJ
U21 U22
From the previous consideratiorld,, is invertible andX =U,U,,™ is the solution of
the discrete-time algebraic Riccati equation.



Appendix E: General description of the NAO platform

NAO is a small(56cm) and light (4.8Kgfully actuated biped robot provideby the
French company Albaran Robotic{4]. Since the beginning of t company in Jul
2005, a major goal has been the develop of robust walk for the robc

It is constituted by 25 DoF (5 in e¢leg, 1 in the pelvis, 2 in the head, 5 in each and
2 actuated hands). It is equipped with two camerasinartia measuring unit, son
sensors in its chest, and fc-sensitive resistors under its fe, as illustrated in th
following figure:
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NAO is different to all other bipe platforms because it's an affordable ro
(approximately12000 Euro) which is fully programmable at high level or low le' with
Aldebaran Robotics Softwe Development Kif
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After 5 years of mecatronic design and improvelis in robustness of the robot
prototypes) and multiple prototypes of humanoid aiyic walk algorithm, an om-
directional walk engind33] robust against small obstacles is now availableafbthe
NAO units (more than 70(in the world

A depiction of thekinematicstructure otthe NAO platform is presented in the followi
figure, where the cylinders represent the model artimriatand the lines represent
model bodie:

Kinematic model of the NAO rob

Furthermorethe following tabls present the geometric and dynamic parameters ¢
bodies that constitute ttNAO humanoid robot, according to timodeling technique
presented in sectic2.5.z.
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Body par anet er BASE Rl GHT LEG

Self ID 1 2 3 4 5 6 7

Mot her 1D 0 1 2 3 4 5 6

Mass 1.02628 0. 07244 0. 1353 0. 39798 0. 29706 0. 13892 0.16304
X 0 0 1 0 0 0 1

o ﬁe‘r’eftr g;m§ respect to y 0| 0.7071068 0 1 1 1 0
z 0| 0.7071068 0 0 0 0 0
X 0 0 0 0 0 0 0

rel ative position vector

(respect to mother frame) | Y 0 -0.05 0 0 0 0 0
z 0 -0.085 0 0 -0.1| -0.10274 0

o X -0.0048 -0.00717 -0.01649 0.00131 0.00471 0.00142 0. 02489

position of CoM (respect

to local frame) y 6. 00E- 05 0.01187| -0.00029| -0.00201 -0.0021| -0.00028 -0.0033
z 0.0423 0.02705| -0.00475| -0.05386| -0.04891 0.00638 | -0.03208
X 0 0 0 0 0 0 0

end Point (respect to

| ocal frane) y 0 0 0 0 0 0 0
z 0 0 0 -0.1 -0.10274 0 -0.04511
xX | 0.0049674 | 9.065E-05| 2. 791E-05| 0.0016656 | 0.0011803 | 3.883E-05| 0.0002676
Xy | -1.25E-05| -4.89E-06 | 4.982E-08 | 4.325E-07 | 3. 054E-07 | -4. 94E-08 | - 5. 93E- 06
xz | -0.000164 | -1.22E-05| 5.31E-06| -8.25E-05| -4.02E-05| -2.21E-06| -0.000137
yXx | 1.247E-05| -4.89E-06 | 4. 982E-08 | 4. 325E-07 | 3. 054E-07 | -4.94E-08 | -5. 93E-06

Inertial Matrix (respect

to local frame) [Kg.n2] yy | 0.0047914 | 0.0001067 | 0.0001015| 0.001625| 0.0011293| 7.212E-05| 0.0006431
yz | 2. 478E- 05| 2. 784E- 05 4.9E-10| 3.174E-05| 3.574E- 05 6. 74E- 09 1. 87E- 05
zx | -0.000195| -1.22E-05 5.31E-06 | -8.25E-05| -4.02E-05| -2.21E-06 | -0.000137
zy | 2. 225E-05 | 2. 784E-05 4.9E-10| 3.174E-05| 3.574E- 05 6. 74E- 09 1. 87E- 05
zz | 0.0015671 | 6.743E-05| 9. 209E-05| 0.0003049 | 0.0001935 | 5. 352E-05| 0.0005265

Jdg'g;‘ge‘s’g’per 11are (0w 0 -90 -45 -100 0 .75 -25

form ey [TmE (1 0 90 25 25 130 45 45

degr ees)
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Body par anet er LEFT LEG
Self ID 8 9 10 11 12 13
Mot her 1D 1 8 9 10 11 12
Mass 0. 07244 0. 1353 0. 39798 0. 29706 0. 13892 0. 16304
X 0 1 0 0 0 1
axis vector (respect to y | 0.7071068 0 1 1 1 0
nmot her frane)
z | -0.707107 0 0 0 0 0
X 0 0 0 0 0 0
relative position vector
(respect to nother frane) y 0.05 0 0 0 0 0
z -0.085 0 0 -0.1| -0.10274 0
o X -0.00717 -0.01649 0. 00131 0.00471 0.00142 0. 02489
position of CoM (respect
to local frane) y -0.01187 0. 00029 0. 00201 0. 0021 0. 00028 0. 0033
< 0.02705| -0.00475| -0.05386| -0.04891 0. 00638 | -0.03208
X 0 0 0 0 0 0
end Point (respect to
| ocal frane) y 0 0 0 0 0 0
z 0 0 -0.1 -0.10274 0 -0.04511
xx | 9.065E-05| 2.791E-05| 0.0016656 | 0.0011803 | 3.883E-05| 0.0002676
Xy | -4.89E-06 | 4. 982E-08 | 4. 325E-07 | 3. 054E-07 | -4.94E-08 | -5. 93E-06
xz | -1. 22E-05 5.31E-06 | -8.25E-05| -4.02E-05| -2. 21E-06 | -0. 000137
yx | -4.89E-06 | 4. 982E-08 | 4. 325E-07 | 3. 054E-07 | -4.94E-08 | -5. 93E-06
Inertial Matrix (respect o 77075601067 | 0.0001015| 0.001625| 0.0011293 | 7. 212E- 05 | 0. 0006431
to local frane) [Kg.nR]
yz | 2. 784E- 05 4.9E-10| 3.174E-05| 3.574E-05 6. 74E- 09 1. 87E-05
zx | -1.22E-05| 5.31E-06| -8.25E-05| -4.02E-05| -2.21E-06 | - 0. 000137
zy | 2. 784E-05 4.9E-10| 3.174E-05| 3.574E-05 6. 74E- 09 1. 87E-05
zz | 6. 743E-05| 9.209E-05| 0. 0003049 | 0.0001935| 5. 352E-05| 0. 0005265
joint upper limt (in } ) ) ) )
degr ees) 90 45 100 0 75 25
joint lower limt (in 90 25 25 130 45 45
degr ees)
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Body par anet er HEAD
Self ID 14 15
Mot her 1D 1 14
Mass 0.05959 |  0.47671
X 0 0
axis vector (respect to 0 1
nmot her frane) y
z 1 0
X 0 0
rel ative position vector 0 0
(respect to nother frane) y
z 0. 1265 0
o X - 0. 00003 0. 00383
position of CoM (respect
to local frane) y 0.00018 | -0.00093
& -0. 02573 0. 05156
X 0 0
end Point (respect to
| ocal frane) y 0 0
z 0 0. 04

XX | 6.223E-05 0. 002089
Xy 4.2E-10| 5. 491E- 06
Xz | 7.448E-08 | 0.0001134
yX 4.2E-10| 5.491E-06

Inertial Matrix (respect

to local frame) [Kg.ne] yy | 6.324E-05| 0. 0019322
yz | 1. 042E-07 -2.8E-05
zx | 7.448E-08 | 0.0001134
zy | 1. 042E- 07 -2.8E-05
zz | 5.495E-06 | 0.0008226

joint upper limt (in

degr ees) -120 -45

joint lower limt (in

degr ees) 120 45
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Body par anet er Rl GHT ARM
Self ID 16 17 18 19
Nbt her 1D 1 16 17 18
Mass 0.06984| 0.12166| 0.05959 0.112
X 0 0 1 0
s vestor fresseet 1o [ || ol o]
0 1 0 1
X 0 0 0. 09 0
otative posttton veetor [ 5 osa o] o o
z 0.1 0 0 0
x | -0.00178| 0.002067| -0.02573| 0.06992
fgs:ngF ?:agzgﬂ(rGSPGCt y 0.02507 | -3.88E-03| 0.00001| -0.00096
z | 0.00019| 0.00362| -0.0002| -0.00114
X 0 0. 09 o| o.12855
end Point (respect to
| ocal frame) y 0 0 0 0
z 0 0 o| -o0.0159
xx | 7. 102E-05 | 5.932E-05 | 5. 495E- 06 | 5. 395E- 05
Xy | -2.02E-06 | - 1. 94E-06 | - 2. 24E- 08 | 5. 382E-06
xz | -1.71E-08| 1.565E-05 | -6.77E- 08| 3.561E-06
yX | -2.02E-06 | - 1. 94E- 06 | - 2. 24E-08 | - 2. 16E- 06
{ge[glg: ??;LL; Ekgfﬁgft yy | 1.405E-05 | 0. 0002022 | 6.225E- 05| 0.0002308
yz | -4.41E-08 | -3.69E-06 | 5.59E-00 | -4. 72E- 08
zx | -1.71E-08| 1.565E-05 | -6.77E-08| - 5. 47E- 06
2y | -4.41E-08| -3. 69E-06| 5.59E 09| - 4. 72E-08
2z | 7.314E- 05| 0.0001842 | 6. 323E- 05| 0.0002279
ngp;eggper Himit (in -120 -95 -120 0
joint lower limt (in 120 0 120 90
degr ees)
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Body par anet er LEFT ARM
Self ID 20 21 22 23
Nbt her 1D 1 20 21 22
Mass 0.06984| 0.12166| 0.05959 0.112
X 0 0 1 0
s vestor (respet 10 [ § 5| o]
0 1 0 1
X 0 0 0. 09 0
statve postion vesto [ |5 o] g
z 0.1 0 0 0
x | -0.00178| 2.07E-03| -0.02573| 0.06992
fgs:ngF ?:agzgﬂ(rGSPGCt y | -0.02507| 0.00388| -0.00001| -0.00096
z | 0.00019| 0.00362| -0.0002| -0.00114
X 0 0. 09 o| o.12855
end Point (respect to
| ocal frame) y 0 0 0 0
z 0 0 o| -o0.0159
xx | 7. 102E-05 | 5.932E-05 | 5. 495E- 06 | 5. 395E- 05
Xy | -2.02E-06 | - 1. 94E-06 | - 2. 24E- 08 | 5. 382E-06
xz | -1. 71E-08 | 1.565E 05| - 6. 77E-08 | 3. 561E- 06
yX | -2.02E-06 | - 1. 94E- 06 | - 2. 24E-08 | - 2. 16E- 06
{ge[glg: ??;LL; Ekgfﬁgft yy | 1.405E-05 | 0. 0002022 | 6.225E- 05| 0.0002308
yz | -4.41E-08 | -3. 69E-06| 5.59E- 09 | - 4. 72E- 08
zx | -1.71E-08| 1.565E-05 | -6.77E-08| - 5. 47E- 06
2y | -4.41E-08| -3. 69E-06| 5.59E 09| - 4. 72E-08
2z | 7.314E- 05| 0.0001842 | 6. 323E-05 | 0. 0002279
ngp;eggper Himit (in -120 0 -120 -90
ngpgeg?mer 1 e (1 m 120 95 120 0




